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Flavour Programs at e+e- near Y(4S)

• Are there new CP-violating phases in the quark sector? (Why is the Universe missing all its antimatter?).


• Quark mixing in B decays, searches for new sources of CP violation, CKM precision metrology.


• Need to disentangle strong phases.


• Does nature have multiple Higgs bosons? (Why is there a mass hierarchy in fermions)


• Semileptonic and Leptonic B decays, lepton flavour universality violation.


• Good “detection universality” (e.g. leptons) to tackle anomalies.


• Does nature have a L–R symmetry?


• Radiative and Semileptonic rare B decays.


• Is there a dark sector of particle physics at the same mass scale as ordinary matter? 


• Dark photons, axion like particles, and dark matter, via flavour transitions.
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Belle II Physics Program
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CKM and CPV SM Metrology

4

B → ππ, ρρ Φ2 B→D l ν / b → c l ν |Vcb| via Form factor  / OPE

B → D(*) K(*) Φ3 B→π l ν / b → u l ν |Vub| via Form factor  / OPE

B → J/ψ Ks Φ1 M → l ν (γ) |VUD| via Decay constant fM

Bs → J/ψ Φ βs εK (ρ, η ) via BK

K → π ν anti-ν ρ, η Δmd, Δms |Vtb Vt{d,s}| via Bag factor BB

B(s) → µ+ µ- |Vt{d,s}| via Decay constant fB

Some decays worth combining

Exp. uncertainties Th. uncertainties
B ! ⇡⇡, ⇢⇢ ↵ B(b)! D(c)`⌫ |Vcb| vs form factor (OPE)
B ! DK � B(b)! D(c)`⌫ |Vcb| vs form factor (OPE)

M ! `⌫(�) |VUD| vs fM
B ! J/ Ks � ✏K (⇢̄, ⌘̄) vs BK
B ! J/ � �s �Md ,�Ms |VtbVtd ,s| vs BB
K ! ⇡⌫⌫̄ (⇢̄, ⌘̄) B ! `+`� |Vtd ,s| vs fB

Sébastien Descotes-Genon (LPT-Orsay) CKM fits and lattice 15/09/10 6

A handle on these parameters

d ! u: Nuclear physics (superallowed � decays)
s ! u: Kaon physics (KLOE, KTeV, NA62)
c ! d , s: Charm physics (CLEO-c, BESIII)
b ! u, c and t ! d , s: B physics (Babar, Belle, CDF/DØ, LHCb)
t ! b: Top physics (CDF/DØ, ATLAS, CMS)

data = weak ⌦ QCD =) Need for hadronic inputs (lattice)
and deconvolution (statistics)

Sébastien Descotes-Genon (LPT-Orsay) CKM fits and lattice 15/09/10 5

Observables with very different properties 


Tree: e.g., |Vub|/|Vcb|, Φ3 
Loop: e.g., ∆md , ∆ms , εK , sin(2Φ1) 


CP-conserving: e.g., |Vub|, ∆md, ∆ms 

CP-violating: e.g., γ, εK , sin(2Φ1) 

Exp. uncs.: e.g., α, sin(2Φ1), Φ3 
Syst. uncs.: e.g., |Vub|, |Vcb|, εK, ∆md, ∆ms 
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Missing particle and (semi-)leptonic signatures 

5

Flavour 
changing 

neutral currents

Tests of lepton 
flavour 

universality

New particle 
searches

Forbidden 
decays

• B→ Xs l+l-

• Loop in SM

• Rare at BR < ~10-6

• ALPs 
(Pseudoscalars)


• Higgs-like 
(Scalars)


• Dark photons 
(Vector)


• Lepton flavour 
violating


• Lepton number 
violating


• Forbidden or 
very highly 
suppressed

• Semileptonic or 
leptonic


• BR ratios with τ/
µ, τ/e, µ/e


• Tree or loop

NP searches with leptons

Flavour changing neutral currents

e.g͗�Ɛ�ї�Ěʆʆ͕�ď�ї�Ɛыы

� Loop-level in SM, suppressed by 
GIM mechanism

� Rare decays, BR ~ 10-6 ʹ 10-11

� Need to control theory errors

3

Tests of lepton flavor universality

� Ratios of BR with ʏ/µ, µ/e, ʏ/e 
in final state

� Can be tree-level or loop-level 
transition

� Almost free from theory 
uncertainties since lepton 
flavour is conserved in SM

Forbidden decays

� Lepton flavour violating

� Lepton number violating

� Baryon number violating

� Forbidden or very suppressed 
in SM,  BR~O(10-54)

� Observation is a clear sign of NP

ы+, ʆ

ы-, ʆʹ

ʹ

Can do these searches in different flavour sectors: strange, charm, beauty, tau, muon
Correlations between observables depends on NP type!
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ы+, ʆ

ы-, ʆʹ

ʹ

Can do these searches in different flavour sectors: strange, charm, beauty, tau, muon
Correlations between observables depends on NP type!

L.Zani, BEAUTY2020 - Search for low-mass NP states at BaBar 7

ALPs in meson decays

� Flavor Changing Neutral Current processes are a perfect 
testbed to search for low mass ALP emitted by a W± ( exploit 
b ? s transitions)

●  B? K  isγγ  extremely rare in the SM and hence uniquely 
sensitive to very small ALP-W coupling g

aW  
●  ~ 1/mτ a

3g2a  γγ: displaced vertex, long-lived particle constraints

E. Izaguirre, T. Lin, B. 
Shuve, PRL 118 (2017)

● ALPs are pseudo-scalars mainly coupling to pairs of gauge bosons, with non-renormalizable coupling constant 
 [gaV ] ~ 1/M

● Most of ALPs searches target gluons or photons coupling at E ~ MeV-GeV 
● W± coupling is usually suppressed at low energy for E<< MW

Search for the process  B± � K±a, a � !!  by looking at narrow peaks in the diphoton 
invariant mass spectrum  - signature searched for the (rst time!

FPCP2021 Shun Watanuki 192021/6/7

Mode BR U.L. (90% CL)

B0→K*0µ+e- <1.2x10-7 (Belle)

B+→K*0µ-e+ <1.6x10-7 (Belle)

B+→K*0µe <1.8x10-7 (Belle)

B+→K+µ-e+ <7.0x10-9 (LHCb)
<3.0x10-8 (Belle)

B+→K+µ+e- <6.4x10-9 (LHCb)
<8.5x10-8 (Belle)

B0→Ks
0µ±e

∓
<1.8x10-7 (Belle)

B+→K+tµ <4.8x10-5 (BaBar)

B+→K+te <3.0x10-5 (BaBar)

B+→K+t+µ- <3.9x10-5 (LHCb)

#$ &̅
' '

ℓ

ℓ′
ℓ, ℓ+ = -, ., /

So far, no signals of LFV
have been found...
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Collision Environment

•  annihilation at a centre-of-mass  near the  resonance  the production of coherent -meson (  or ) pairs.


• Data recorded below the peak (“off-resonance”) used to the model the  continuum background.


• Hermetic detector enables the capture of almost all detectable particles; great for reconstruction of neutrals ( )


• Average particle (charged and neutral) multiplicity from the collision: 15 – 20.

e+e− s Υ(4S) ⇒ B B0 B+

e+e− → qq̄

γ, π0, K0
L

6
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SuperKEKB Record Breaking Luminosity

7

SuperKEKB, 
21/4/2022

KEKB SuperKEKB Achievements

β*y(mm) 5.9/5.9 0.3/0.27 1/1

Ibeam(A) 1.19/1.65 2.6/3.6 0.8/1.0 **

L(cm-2s-1) 2.11x1034 80x1034 3.7x1034

SuperKEKB Accelerator

Damping	ring:	
reduces	the	!"-
beam	emittance

New	RF	system:
increases	the	
beam	current

New	focusing	
magnets:	reduces	

the	beam	size

#" $ %&' + #) * %&' → ,-.,-,,",), 0"0),…

2 =
4±
6#7#

8 +
9:∗

9<∗
=±>±:
?:∗

@2
@:

KEKB	
( ⁄#) #")

SuperKEKB
( ⁄#) #")

?:∗ (CC) E. G/E. G 0.30/0.27 ×6-

=J&KC (L) 8. 8G/8. M$ 2.6/3.6 ×6

2 (NC)6O)8) 6. 88×8-P$ Q-×8-P$ ×$-

Nano-beam	scheme

1µm

400µm

83mrad

10mm

Reduces	the	beam	
size	in	the	!"-!)
interaction	region	
to	50 nm.

50	nm

KEKB	→	SuperKEKB

Key	ingredients

2W&OXYZ
[\]\^ = Q-×8-P$NC)6O)8 = 40 × _`abcdce

SuperKEKB

3

20× smaller beam spot (σy=50 nm) but 
generally higher beam background 
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The Belle II experiment
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Belle II Detector Diagram

electrons  (7 GeV)

positrons (4 GeV)

K-Long and muon detector:

Resistive Plate Chambers (barrel outer 
layers); Scintillator + WLSF + SiPMs (end-
caps, inner 2 barrel layers)

Particle Identification 

Time of Propagation TOP (barrel)

Proximity focusing Aerogel RICH (fwd)

Central Drift Chamber

He(50%):C2H6(50%), small cells, long 
lever arm,  fast electronics

EM Calorimeter:

CsI(Tl), waveform sampling 
(barrel+ endcap)

Vertex Detector

1→2 layer PXD + 4 layer SVD

Beryllium beam pipe

10 mm radius
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(Anticipated) SuperKEKB/Belle II Luminosity Profile

9

B factory reference values: 

KEKB (1.48 fb-1/day); PEP-II (0.911 fb-1/day);

KEKB  (8  fb-1 /week);  PEP-II  (5 fb-1/week);

Starting to achieve Super B-factory performance levels.

Int(L dt)/day  =2.4 fb-1/day    (May 18, 2020)

Int(L dt)/week = 15 fb-1/week
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Neutrals and vetos
• Fundamentals of missing energy B decay studies at Belle II.


• Photon efficiencies and identification.


• KL - veto (ECL- pulse shape discrimination, KLM).


• Track counting based veto (absolutely crucial).

10

ECL PSD KL/γ -ID (New to Belle II)

NIM A 982 (2020) 164562

Belle II Track Counting
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Figure 10: Measurement of the K0
L
efficiency and photon-as-hadron fake-rate for the PSD

classifier as a function of cluster energy for several control samples of K0
L
, and photons.

Errors bars correspond to statistical errors.

energies, which arises from the decrease in the signal-to-noise ratio of the
waveforms. This effect was observed previously in Section 3.1 Figure 2 by
the broadening of the hadron intensity values with decreasing crystal energy.
This degradation in resolution increases the difficulty to definitively classify
a crystal energy deposit as hadronic or electromagnetic.

In Figure 10 multiple K0
L efficiency measurements are overlaid. These

measurements are complementary as together they span the full K0
L momen-

tum range of interest for the Belle II experiment. Beginning by studying the
K0

L from ISR sample, it is observed that at cluster energies below 1 GeV
the K0

L efficiency is measured to be above 80% in data and simulation. At
cluster energies above 1 GeV, the K0

L efficiency in data is observed to be
2σ below the value in simulation. Note the error bars in Figure 11 corre-
spond to statistical errors. With a larger data sample the significance of this
difference in data and simulation can be verified. If confirmed, a potential
source of this discrepancy could be from the modelling of the K0

L hadronic
interactions in CsI(Tl) by GEANT4. If the simulated cross section for K0

L

interactions that produce final states with π0’s is over estimated then this
could result in such a discrepancy. This is because in these interactions the
full π0 energy is typically absorbed in the form of an electromagnetic shower

24

6. CALIBRATED DISCREPANCIES

-SSµ -OSµ  e-SS  e-OS -SSµ -OSµ  e-SS e-OS -SSµ -OSµ  e-SS  e-OS  2019a
 2019b

 2019c
 All

* [
%

]
δ

4−

2−

0

2

4

6 value stat error sys error (Preliminary)Belle II

2019a 2019b 2019c Combined

FIG. 8: The overall calibrated Data-MC discrepancy for the tracking e�ciency (�⇤). The mea-

surement is shown for the individual channels (µ-SS, µ-OS, e-SS, e-OS) as well as for the di↵erent

data taking periods (2019a, 2019b, 2019c). The �⇤ for the combined channels are shown in the

rightmost four bins. Statistical (grey) and total systematic (blue) uncertainties are shown.

10

δ∗ = Calibrated Data-MC discrepancy for 
tracking efficiency 

(a) On all particles. (b) Only on primaries.

Figure 13: Track finding e�ciency calculated for simulated ⌥(4S) events with di↵erent
levels of beam-induced background relative to the expected level. Figure 13a is calculated
on all trackable simulated particles, whereas Figure 13b only takes into account trackable
particles from the primary interaction. The gray vertical lines indicate the typical trans-
verse momentum of particles only trackable in the VXD (below left line) and with high
e�ciency in the CDC (above right line).

from the primary e+e� interaction and decays of short-lived particles, pro-
duced by event generators (primaries), and all final-state particles including
those produced by Geant4 during the travel through the detector (secon-
daries) is made. Most of the analyses rely only on the former, whereas the
latter can give valuable additional information for decays in flight or for
particle identification. Comparing with the momentum spectrum shown in
Figure 3, the e�ciency for most of the charged particles expected at typi-
cal Belle II collisions is higher than 93% for up to two times the expected
beam background. Tracks with transverse momenta below 100MeV/c im-
pose complex problems to the track finding due to the small number of hits,
high multiple scattering and the high level of background in the innermost
layers. As a result, the e�ciency decreases. The di↵erence between the
non-background and the expected beam background is small.

In Figure 14a the finding e�ciency on primaries is compared for di↵erent
simulated particle types. Due to the di↵erent interaction of electrons with the
material, their trajectories are more likely to di↵er from the nominal helical
path, making their reconstruction more challenging. However, the Belle II
algorithms are able to achieve high e�ciencies for every shown particle type
for up to twice the expected beam background level.

30

Comput.Phys.Commu
n. 259 (2021) 107610

Elisa Manoni - INFN PG 03/17/20224

Good kaon identification, 
underperforming wrt Belle, 
improvements in progress

High photon detection 
efficiency, 

Belle-like resolution π0 mass

Good Lepton ID, Muon/
Electron-ID over/under 
performing wrt Belle, 

improvements in progress

BELLE2-NOTE-PL-2021-008

• A glance to Belle II performances relevant to analysis presented in this talk:

BELLE2-NOTE-PL-2022-003

BelleII @ SuperKeKB (II) 
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Lepton reconstruction
• Good universality in efficiency, and in resolution after 

bremsstrahlung corrections.

11

e: FSR, bremsstrahlung in 
material (less material in 

tracking volume than 
LHC detectors). 

Corrected at track level 
and/or calorimeter level.

e- γ µ-

5 Reconstruction Software

the energy and position reconstruction is primarily needed for photons and neutral hadrons,

it may also aid the electron and charged hadron reconstruction in regions without, or with

only limited, tracking coverage. The sum of all reconstructed showers is used to constrain the

missing energy in decays involving neutrinos. A special case is the reconstruction of highly

energetic ⇡0 ! �� decays where the two photon showers overlap or merge.

The second task of the calorimeter is particle identification for electrons, muons, charged

hadrons, neutral hadrons and photons based on shower shape variables and tracks matched

to clusters.

A critical aspect of calorimeter cluster reconstruction, and electron reconstruction is the

material budget in front of the calorimeter. In Belle II the number of radiation lengths (or

thickness) X/X0 is approximately 0.3 in the barrel and higher in the endcaps and in regions

with service material. The material budget is depicted in Fig. 14.

Fig. 14: The number of EM radiation lengths (or thickness) X/X0 in front of the calorimeter

as a function of cos ✓, averaged over �.

The clustering used up to release-00-07-02 is an incomplete adaptation of the Belle clus-

tering code which was developed for a low background environment. It starts from an initial

list of crystals with energy deposits above some threshold, nominally 0.5 MeV, which is

about twice the expected level from electronics noise. To obtain some robustness against

high beam backgrounds, the energy threshold was raised as a function of crystal polar angle

to between 1.28 MeV (barrel) and 2.5MeV (outer endcap rings). A cluster starts with a seed

crystal with at least 10MeV that is a local energy maximum amongst its nearest neighbour

crystals. A nearest neighbour touches either the side or the corner of the crystal and a local

maximum is a crystal whose energy exceeds that of its next neighbours. All crystals from

the initial list that are nearest or next-to-nearest neighbours of the seed crystal are added

to the cluster. In the barrel, the size of a cluster is thus limited to a square arrangement of

5 ⇥ 5 crystals. If clusters share crystals after this step, their energies are split according to

65/688

a Gaussian function summed with a bifurcated Gaussian. A second-order polynomial is used
to model the background for both channels. The model parameters for the signal PDFs are
first determined in MC, which include the mean (common to each component), widths, tail
parameters, and relative fractions of each component. In the fit to data, only a global mean
and a width fudge factor are floated, with all other parameters fixed. This simultaneous fit
uses the same signal shape in both the pass and fail samples. The systematic uncertainties
in this analysis are primarily due to the fixed parameters in the fit PDFs. To determine the
systematic uncertainty, each fixed parameter was varied by 1 � of its nominal value based
on the fits to MC.
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FIG. 1: The dielectron invariant mass of J/ ! e+e� candidates (top), and dimuon invariant
mass of J/ ! µ+µ� candidates (bottom).

2.2. Lepton identification e�ciencies in 2-photon events, e+e� ! e+e�`+`�

The selection criteria for each track in this channel are as follows: the impact parameters
must satisfy |dr| < 2.0 cm, |dz| < 5.0 cm, and the track momenta required to be plab > 0.4
GeV/c. The di-lepton invariant mass is required to be less than 3 GeV/c2 and the event
is required to have a visible energy in the CMS frame of Evis < 6 GeV. In both cases,
the dominant background is from the e+e� ! e+e�⇡+⇡� process. The lepton ID e�ciency
is calculated through a tag and probe method. In the electron channel tight a electron
identification requirement (eID > 0.95) is applied on the tag track e+ (e�) and the other
track e� (e+) is used as a probe to determine the e�ciency. For the muon identification
e�ciency, the tag side track is required to satisfy muID > 0.95 and p > 0.7GeV/c, where
the latter requirement is needed to due to ine�cient muon identification for low momentum
tracks. A correction factor to account for hadron mis-identification is required to account
for and correct background yields. The eID e�ciency is defined as follows,

✏ =
Nprobe � f ·

P
T

P
P nT,P

probe · rT · rP
Ntag � f ·

P
T

P
P nT,P

tag · rT
(4)

where: Ntag and Nprobe are the number of events after tag and probe selection, respectively;
f is the fraction of events between data and MC before tag selections; ntag/probe is the number
of background events estimated in MC; r is the ratio of mis-identification probabilities in
data to MC; and T and P indicate whether the track is tag or probe (T, P = e, µ, ⇡, K, p).
Signal reconstruction plots are shown for e+e� ! e+e�`+`� in Fig. 2.
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a Gaussian function summed with a bifurcated Gaussian. A second-order polynomial is used
to model the background for both channels. The model parameters for the signal PDFs are
first determined in MC, which include the mean (common to each component), widths, tail
parameters, and relative fractions of each component. In the fit to data, only a global mean
and a width fudge factor are floated, with all other parameters fixed. This simultaneous fit
uses the same signal shape in both the pass and fail samples. The systematic uncertainties
in this analysis are primarily due to the fixed parameters in the fit PDFs. To determine the
systematic uncertainty, each fixed parameter was varied by 1 � of its nominal value based
on the fits to MC.
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FIG. 1: The dielectron invariant mass of J/ ! e+e� candidates (top), and dimuon invariant
mass of J/ ! µ+µ� candidates (bottom).

2.2. Lepton identification e�ciencies in 2-photon events, e+e� ! e+e�`+`�

The selection criteria for each track in this channel are as follows: the impact parameters
must satisfy |dr| < 2.0 cm, |dz| < 5.0 cm, and the track momenta required to be plab > 0.4
GeV/c. The di-lepton invariant mass is required to be less than 3 GeV/c2 and the event
is required to have a visible energy in the CMS frame of Evis < 6 GeV. In both cases,
the dominant background is from the e+e� ! e+e�⇡+⇡� process. The lepton ID e�ciency
is calculated through a tag and probe method. In the electron channel tight a electron
identification requirement (eID > 0.95) is applied on the tag track e+ (e�) and the other
track e� (e+) is used as a probe to determine the e�ciency. For the muon identification
e�ciency, the tag side track is required to satisfy muID > 0.95 and p > 0.7GeV/c, where
the latter requirement is needed to due to ine�cient muon identification for low momentum
tracks. A correction factor to account for hadron mis-identification is required to account
for and correct background yields. The eID e�ciency is defined as follows,

✏ =
Nprobe � f ·

P
T

P
P nT,P

probe · rT · rP
Ntag � f ·

P
T

P
P nT,P

tag · rT
(4)

where: Ntag and Nprobe are the number of events after tag and probe selection, respectively;
f is the fraction of events between data and MC before tag selections; ntag/probe is the number
of background events estimated in MC; r is the ratio of mis-identification probabilities in
data to MC; and T and P indicate whether the track is tag or probe (T, P = e, µ, ⇡, K, p).
Signal reconstruction plots are shown for e+e� ! e+e�`+`� in Fig. 2.

4

BELLE2-NOTE-PL-2020-027
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Lepton identification
• Electrons strongly rely on ECL shower shapes, E/p, dE/dx (CDC). 


• Muons rely on KLM (above ~700 MeV/c), and ECL (lower momenta).


• The τ problem: B→ τ→l have <p>~500 MeV/c.


• Use of ML methods for e & µ ID in use, optimised for low p (big 
improvements with ECL shower shape BDT).

12

B→ τ→l decay kinematics

e- γ µ-

(a) e+, likelihood ratio-based LID. (b) e+, BDT-based LID.

(c) e�, likelihood ratio-based LID. (d) e�, BDT-based LID.

FIG. 28: Electron identification performance in data: e�ciencies and pion, kaon
mis-identification probabilities from the various channels as a function of plab in the ECL
barrel region. Results for the likelihood ratio-based LID are on the left, for the BDT-based
LID are on the right. The top row shows results for positively charged candidates, the

bottom row for negatively charged ones. Selection on the relevant LID variable is tuned in
MC to achieve 95% electron identification e�ciency, uniform across bins.

weighted average in case uncertainties are asymmetric, and the measurements to be com-
bined - in our case, the Data/MC correction factors - follow a Gaussian distribution. The
latter assumption has been tested with toy MC studies on the J/ ! `+`� and K0

S ! ⇡+⇡�

channels, and it is found to hold fairly well, as shown in Figure 32. We also assume in-
dividual measurements are statistically independent, and systematic uncertainties in each
bin where the combination is performed are considered independent across channels as well,
given that they are specific to each analysis.

Considering the momentum and polar angle binning as outlined in Table V, whenever
in a (plab, ✓lab, q) bin at least two channels provide a measurement, they are combined. If
any measurement in a bin is not consistent within 3� with the result of the combination,
we assume the di↵erence is unlikely to be a consequence of random statistical fluctuations.
In such instances, we assign an extra systematic uncertainty as the “distance” between
the central value of the combination to the minimum (maximum) central values among
individual methods in each bin. This uncertainty typically represents the largest per-bin
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(a) µ+, likelihood ratio-based LID. (b) µ+, BDT-based LID.

(c) µ�, likelihood ratio-based LID. (d) µ�, BDT-based LID.

FIG. 30: Muon identification performance in data: e�ciencies and pion, kaon
mis-identification probabilities from the various channels as a function of plab in the KLM
barrel region. Results for the likelihood ratio-based LID are on the left, for the BDT-based
LID are on the right. The top row shows results for positively charged candidates, the

bottom row for negatively charged ones. Selection on the relevant LID variable is tuned in
MC to achieve 95% muon identification e�ciency, uniform across bins.

across the analysed phase space, with di↵erences that are typically within 5%. The size of
the relative total uncertainty in the barrel bins is in most cases of O(1%). In the very
forward and backward regions, we find that the size of the uncertainty grows to O(10%) in
several bins, with the largest uncertainties found at very low momentum, a region of phase
space su↵ering from limited statistics.

6.2.2. Combination of h ! e, h ! µ fake rate channels.

Given the same LID selection, we present results of the ⇡ ! ` (K ! `) mis-identification
probability corrections as a function of plab in Figures 34, 35. For pions faking electrons,
the mis-ID probability in MC is found to be on average between a factor two smaller than
in data in the barrel region, for momenta plab <⇠ 2 GeV/c. The cause of the disagreement is
due to residual CDC mis-calibration, and to inaccurate modelling of hadronic interactions
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Electron ID Muon ID

FIG. 10: (Top row) The relative e±-⇡± individual sub-detector’s separation score as a
function of plab in three detector regions: “backward end-cap” (0.22  ✓ < 0.56 rad),

“barrel” (0.56  ✓ < 2.23 rad), “forward end-cap” (2.23  ✓ < 2.71 rad). (Bottom row)
Examples of �logLe/⇡,d distributions in the TOP, CDC and ECL with highlighted Ao,d for

0.6  plab < 1 GeV/c in the barrel region.

out an ablation test, where we evaluate the impact of removing one single sub-detector at a
time in the combination on the LID performance. An impact metric is defined as:

�s�d = s�d � s, (11)

where s is the same separation score defined in Eq. 10, based on the �logL`/⇡ distribution
with all detectors combined; s�d is obtained by excluding the detector d in the sum of Eq. 2.
As the overlap area of the delta log-likelihood distributions is normalised to unity, �s�d is
bound between �1 and +1. Values of �s�d < 0 indicate exclusion of detector d would worsen
the separation power; on the contrary, �s�d > 0 means removing this sub-detector would be
beneficial to the LID performance.

The values of �s�d in bins of plab and ✓lab are displayed in Figure 12. In the e±-⇡±

case, we notice how the CDC and ECL are critical in the combination, with the former
being most impacting at low momenta and in the backward end-cap and the latter at
higher plab, as expected. It is noticed however that the TOP has a sizeable detrimental
impact in the combination, making the electron-pion separation better by about 10% once
removed. This performance degradation was tracked down to an issue in the modelling
of �-ray electron emission in the analytical calculation of the electron hypothesis PDF in
the TOP reconstruction software. It was therefore decided to exclude the TOP from the
definition of the likelihood-based electron identification in the software release used for MC
simulation and data processing for this work; the corresponding variables are indicated
as electronID noSVD noTOP, binaryElectronID noSVD noTOP pi. In the µ±-⇡± case, the
behaviour of single detector ablation reflects the expectation: for momenta above 0.7 GeV/c,
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FIG. 11: (Top row) The relative µ±-⇡± individual sub-detector’s separation score as a
function of plab in three detector regions: “backward end-cap” (0.22  ✓ < 0.82 rad),

“barrel” (0.82  ✓ < 2.22 rad), “forward end-cap” (2.22  ✓ < 2.71 rad). (Bottom row)
Examples of �logLµ/⇡,d distributions in the CDC, ECL and KLM with highlighted Ao,d for

plab > 1 GeV/c in the barrel region.

the KLM contribution is dominant. Only at low momenta, the ECL and TOP/ARICH show
some impact to the separation power.

4.1.7. SVD

By combining the independent measurement of a charged particle’s track momentum
(plab) and its mean energy loss by ionisation (dE/dx) in the SVD strips, which is related to
the particle velocity via the Bethe-Bloch formula, it is possible to separate di↵erent mass
hypotheses in the (dE/dx, plab) space.

For simulated single charged particles of plab < 1 GeV/c, this distribution is shown in
Fig. 13(a). The bands are fitted with a Gaussian function to obtain the mean (m) and
width (w) values, which are used to define a lepton (i) vs. hadron (j) separation metric as

si/j = |mi �mj|/
q

w2
i + w2

j . The evolution of si/j as a function of plab in Fig. ??(b).

As anticipated, the SVD information was not available in the lepton identification algo-
rithm in the software release used to process data and Monte Carlo for this paper. Although
this is considered to have a marginal impact on LID performance as a whole, Fig. 13(b)
clearly reveals that adding this information to the likelihood model will improve the identi-
fication performance of very soft leptons that curl back inside the CDC, mostly in terms of
kaon mis-identification rate reduction.

The PDF for the electron hypothesis can be extracted by reconstructing photon conver-
sion candidates (� ! e+e�) that occur within the material of the two inner tracking systems,
namely the PXD and SVD. A converted photon candidate is identified by combining two

20
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Key Analysis Steps
• Exploit the clean  environment and well-defined kinematics (beam energy known to a few MeV precision) to 

reconstruct signal-side  candidates.


• 


• Mitigate continuum background using the difference in event topology (spherical  vs. jetlike ) and decay properties 
(exponential  decay vs. prompt ).


• If the signal  candidate has  invisible decay product, utilise properties of the recoiling (‘tag’)  candidate.


• For CP eigenstates use the tag candidate to determine flavour.

e+e−

B

Mbc ≡ E2
beam − ⃗p *2

B , ΔE ≡ E*beam − E*B

BB̄ qq̄
BB̄ qq̄

B ≥ 1 B

13

Event topology and tag-side reconstruction

Tag-side reconstruction at Belle II

Collide e+e� to make ⌥(4S) particles.

⌥(4S)

B+
tag

B�
sig

⇡+

D̄0

K+

⇡�

`� ⌫̄`

e+e�

Reconstruct tag-side (Btag).

Study remaining B as signal (Bsig).

Flavour constraints: B+
tag =) B�

sig

Kinematic constraints:
p⌫ = pe+e� � p`� � pB+

FEI: employs over 200 BDTs to
reconstruct 10000 B decay chains.

✏B+ ⇠ 0.5%, ✏B0 ⇠ 0.3% at low purity.

Comput Softw Big Sci (2019) 3: 6.

Mbc =
r

E2
beam/4 � (pcmBtag

)2 > 5.27 GeV/c2

William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 4 / 12
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Summary vs Belle (Approximate values only)

14

<Systematics> Performance/Notes
Belle Belle II Belle Belle II

Tracking Fast 0.35% 0.70%
Slow 1.3% 4%

Lepton ID eID (1-1.5 GeV/
c barrel)

1-1.5% 
(0.3% J/ψ)

1-2% 
(0.5% J/ψ)

90%(eff)  
0.06% (fake)

90%(eff)  
0.06% (fake)

µID (1-1.5 GeV/
c barrel)

1-1.5% 
(0.3% J/ψ)

1-2% 
(0.5% J/ψ)

90%(eff)  
12% (fake)

90%(eff)  
1.9% (fake)

Hadron ID KID 0.8% <0.9%
πID 0.8% <0.9%

Photons & π0 γ Ef 2% <1% Belle approach takes Δ not mea. error
π0 Ef 2% <4%

Counting nBB 1.4% 2.6% (1.1%)



CP Violation

UT angles, NP
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UT angle current precision

16

Single most precise value from LHCb 
  ϕ3 = (65.4+3.8

−4.2)
∘

Single most precise value 
from Belle 



 

sin(ϕ1) = (0.667 ± 0.023 ± 0.012)
ϕ1 = (22.14+0.69

−0.67)
∘

Combination of 
 from Belle 

and BaBar 

B → ππ, πππ, ρρ

ϕ2 = (85.2+4.8
−4.3)

∘

5-10% precision 
on individual 
constraints.

Lots of room for 
new physics!!
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Φ3 with Belle + Belle II
• First measurement combining Belle and Belle II data. 


• Model independent Dalitz analysis of 
, . Simultaneous fit of two 

channels.


•  is statistics limited. 
Expect LHCb-like precision with 10 ab-1 in this channel 
but others will be added.

B+ → D(K0
Sh+h−)h+ (h = K, π)

ϕ3 = (78.4 ± 11.4 ± 0.5 ± 1.0)∘

17

J
H
E
P
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2
2
)
0
6
3

Figure 1. Binning schemes used for (left) B+ → D
(
K0

Sπ
+π−)K+ decays and (right) B+ →

D
(
K0

SK
+K−)K+ decays.

Defining xDπ
ξ ≡ Re

(
ξDπ

)
and yDπ

ξ ≡ Im
(
ξDπ

)
we can write

xDπ
± = xDπ

ξ xDK
± − yDπ

ξ yDK
± , yDπ

± = xDπ
ξ yDK

± + yDπ
ξ xDK

± . (2.6)

The values of xDK
± , yDK

± , xDπ
ξ , yDπ

ξ and Fi are determined simultaneously from a fit to
the B+ → Dh+ candidates. The advantages of this parameterisation are the inclusion
of the φ3 sensitivity from B+ → Dπ+ in the determination of xDK

± and yDK
± as well as

much improved fit stability [7]. Further, the determination of Fi by simultaneously fitting
B+ → Dh+ removes a source of systematic uncertainty in this analysis compared to that
reported in ref. [20]. The previous Belle analysis [20] determined the values of Fi from
a sample of D∗+ → D0π+ decays. The differing kinematic properties of the B+ → Dπ+

and D∗+ → D0π+ decays resulted in different η
(
m2

−,m
2
+
)
acceptance functions for the two

samples, which was a source of systematic uncertainty.
There are three binning schemes, for both D0 → K0

Sπ
+π− and D0 → K0

SK
+K− decays,

for which ci and si have been measured [16, 17]. We adopt the N = 8 optimal binning
for B+ → D

(
K0

Sπ
+π−)h+ decays, which has been shown to have approximately 90% of

the statistical sensitivity of an unbinned analysis [15, 25]. We adopt the N = 2 equal-
strong-phase binning for B+ → D

(
K0

SK
+K−)h+ decays, which has better fit stability

than the N = 3 and 4 schemes [17] given the limited size of B+ → D
(
K0

SK
+K−)K+ event

sample. Figure 1 shows the two binning schemes used. The measurements of ci and si
ignore the effects of D-mixing and assume CP-conservation in D decay. Ignoring both these
effects in the strong-phase and model-independent B+ → D

(
K0

Sh
+h−)h+ analyses, as in

this paper, results in negligible bias [26]. The potential bias of ignoring K0 CP-violation
and regeneration has also been extensively studied [27] and a bias of (0.4± 0.1)◦ on φ3 is
reported. This bias is negligible in comparison to the current statistical precision and is not
considered further.

– 5 –
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3

Sample Pion-enhanced Kaon-enhanced
D decay Component Belle Belle II Belle Belle II

D → K0
Sπ

+π− B+ → Dπ+ 21325± 162 4193± 70 1764± 64 308± 23
B+ → DK+ 140± 29 62± 11 1467± 53 280± 21

BB̄ background 5040± 155 1223± 68 1309± 85 387± 42
qq̄ background 9022± 172 1657± 69 6295± 122 1021± 47

D → K0
SK

+K− B+ → Dπ+ 2740± 56 519± 21 211± 18 50± 10
B+ → DK+ 17± 4 2.1± 0.2 194± 17 34± 7

BB̄ background 333± 31 77± 12 110± 18 22± 7
qq̄ background 409± 37 124± 14 309± 28 92± 11

Table 2. Signal and background yields obtained from the two-dimensional combined fit.
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Figure 2. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
Sπ

−π+)π+ and (bottom)
B+ → D(K0

Sπ
−π+)K+ candidates restricted to the signal-enhanced region in the Belle data set with

fit projections overlaid. The black points with error bars represent data and the solid blue curve is
the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.
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Figure 4. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
Sπ

−π+)π+ and (bottom)
B+ → D(K0

Sπ
−π+)K+ candidates restricted to the signal-enhanced region in the Belle II data set

with fit projections overlaid. The black points with error bars represent data and the solid blue curve
is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.

The fit results along with their statistical and systematic uncertainties are summarised in
section 8, and the likelihood contours are shown in figure 8. The correlations between the pa-
rameters are given in appendix A. The bin-by-bin asymmetries

(
N−

−i −N+
+i

)
/
(
N−

−i +N+
+i

)

in each Dalitz plot bin i are shown in figure 9. Clear evidence for CP violation is seen in the
Belle kaon-enhanced sample as in the earlier Belle analysis [20]. We assess the significance
of the observed CP violation by comparing the likelihood to that from a fit under the no
CP-violation hypothesis of xDK

+ = xDK
− and yDK

+ = yDK
− . Considering only the statistical

uncertainties we find the significance is 5.8 standard deviations.

7 Systematic uncertainties

Several possible sources of systematic uncertainties are considered, which are listed in table 3.
This section explains each source and the methodology adopted to compute the systematic
uncertainties. The only correlated sources of systematic uncertainty between Belle and
Belle II are the input ci and si values, as well as the fit bias. All other systematic uncertainties
are assessed independently for Belle and Belle II, and are summed in quadrature.

– 15 –
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Towards Φ2
• Can extract 𝛼 using info from three 

isospin- related decays , 
,  .


• Belle II has unique access to all.


• Measure direct CP asymmetry in 
 where both  and  are 

longitudinally polarised.

B → ρ+ρ0

ρ0ρ0 ρ+ρ−

B → ρ+ρ0 ρ+ ρ0
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New B+ æ fl+fl0
angular analysis

I Large background from e+e≠ æ uu, dd , cc , ss.

∆ Reduced with multavariate algorithm

I 6D template fit taking correlations into account

∆ Templates from MC, calibrated using control channels

I Instrumental asymmetry measured with D+ æ K 0

S fi+
:

∆ Adet = 0.0040 ± 0.0048

Result compatible with previous measurements:

ACP = ≠0.069 ± 0.068 (stat.) ± 0.060 (syst.)

B(B+ æ fl+fl0
) =

!
23.2+2.2

≠2.1 (stat.) ± 2.7 (syst.)
"

◊ 10
≠6

fL = 0.943
+0.035

≠0.033
(stat.) ± 0.027 (syst.)

World average: ACP = ≠0.05 ± 0.05
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Towards Φ1 Time Dependent Analysis

• Crucial inputs: a) vertex (IP) resolution, b) tagging efficiency.


• Modified beam-energies with reduced boost with respect to Belle 𝛽𝛾 = 0.43 → 0.29 ⇒ Δ𝑧 ≈ 200 → 130 𝜇m


• Recover the precision on Δ𝑡 (≈ Δ𝑧/𝛽𝛾𝑐) with 1st layer of the vertex detector closer to beam-pipe 

19

Time-dependent analyses at the B factories

e� e+
⇡+

K+

⇡�

⇡�
D�

D+

µ�⌫µ

B0
sig

B0
sig

B
0
tag

�z ⇡ �t · ��
Critical for good time-dependent measurements:

I Good vertex resolution

I High tagging e�ciency Átag

Belle II: Átag = (30.0 ± 1.3)%

Belle : Átag = (30.1 ± 0.4)%

arXiv:2110.00790

Today: precision oscillation frequency and lifetime measurement.

Also a crucial foundation for flagship measurement of SCP = sin 2— with B0 æ J/ÂKS ,

which uses 10◊ smaller dataset.

8 Moriond EW 2022 Thibaud Humair

Belle II 


 Belle   

ϵtag = (30.0 ± 1.3) %
ϵtag = (30.1 ± 0.4) %

Belle II EPJC (2022) 82:283

Time-dependent CP-violation at the B factories

Beam Spot

⇡+

K+

⇡�

⇡�
D�

D+

µ�⌫µ

B0
sig

B
0
tag

�z ⇡ �t · ��

New beam scheme means reduced boost wrt Belle:

—“ = 0.43 ≠æ —“ = 0.29

�z ¥ 200 µm ≠æ �z ¥ 130 µm

∆ added a pixel detector directly around the beam pipe

(radius ¥ 1.4 cm) to recover precision on �t.

Use beam spot profile to increase precision on vertex fit

∆ new beam scheme means smaller beam spot and stronger constraint
9 Moriond EW 2022 Thibaud Humair
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Nano-beams and the vertex detector

20

SuperKEKB

Effective bunch length reduced x 1/10

And vertex resolution 2x better than Belle

Overlap Region at IP

�6

Ordinary collision (KEKB) Nano-Beam (SuperKEKB Phase2)

σ = 550 μm
σ = 4.5 mm

measurement at Belle II 
measurement at Belle 

The vertex distribution is constrained 
in the nano-beam scheme.bunch length x 2

I. Adachi, T. Iijima

Giulia Casarosa B2SiliconTracking

➡ The finding efficiency for CDC+SVD+PXD II tracking 
robust against beam background 

➡ The performances are acceptable with twice 
nominal background 

➡ Still room for improvement as no optimisation has 
been studied for background higher than the 
nominal one

Overall Tracking Performance
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improved impact 
parameters resolution 

factor 2 improvements     
in both d0 and z0 with 

respect to Belle,        
thanks to PXD hits

for different levels of beam background
and factoring out the geometrical acceptance
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Beam Spot Measurement

FIG. 1: Projection of the coordinate system on the x-y plane. For a track coming from a primary

vertex (PV), the transverse impact parameter (d0) is the signed distance between the point of

closest approach (POCA) and the z axis, and �0 is the azimuthal angle of the track momentum at

the POCA. The sign of d0 is defined to be the same as the one of the z component of the angular

momentum with respect to the origin. The blue area depicts the region where the high energy and

low energy beams overlap; in this drawing, the vertical size and the horizontal size of this region

are not in scale. In practice, the center of the overlap region is displaced with respect to the origin

and d0 needs to be corrected for this o↵set.

1

FIG. 3: For a two-track event where the two tracks, t1 and t2, are produced back-to-back, the

definition of d0 implies that d0(t1) and d0(t2) have opposite signs. Assuming that the two tracks

come from the same primary vertex, the width of the di↵erence �d0 ⌘ d0(t�) + d0(t+) divided byp
2 is an estimate of the d0 resolution. In each �0 bin, the width of the �d0 distribution of selected

tracks, noted �68(�d0), is defined as half of the symmetric range around the median containing

68% of the �d0 distribution. When computing the width of �d0/
p
2 over the full �0 range, one

obtains a d0 resolution estimate of 14.2±0.1 (stat)µm in data and 12.5±0.1 (stat)µm in simulation.

The tracks are selected in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718,

3719); in particular, it is requested that the tracks are detected by the PXD, the SVD and the

CDC, and that they belong to two-track events. The same selection is applied to simulated tracks

from a sample of generated Bhabha scattering events with e+e� in the final state.

3

FIG. 2: In each �0 bin, the width of the d0 distribution of selected tracks, noted �68(d0), is defined
as half of the symmetric range around the median containing 68% of the d0 distribution. A beam

profile is drawn in gray; it corresponds to the function

q
(sin�0 · �x)2 + (cos�0 · �y)2 computed

with �x = 14.8µm and �y = 1.5µm (set values in simulation). The fact that the measured points

are above the gray curve comes from the finite resolution of the detector. The tracks are selected

in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718, 3719); in particular, it is

requested that the tracks are detected by the PXD, the SVD and the CDC, and that they belong

to two-track events. The same selection is applied to simulated tracks from a sample of generated

Bhabha scattering events with e+e� in the final state.

2

‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)
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‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)

Vertex resolution
• Vertex fit of 2-track events (~Bhabha) 

selecting "good" tracks with PXD, SVD and 
CDC hits 

• 14.1±0.1 (stat) μm resolution  
(×2 better than Belle)

~ 40 µm D0 flight 
path resolution

Belle II Phys.Rev.Lett. 
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Crystal Ball function; the background is modeled with
an exponential distribution.

The lifetimes are determined with unbinned maximum-
likelihood fits to the (t,�t) distributions of the candidates
populating the signal regions. Each signal probability-
density function (PDF) is the convolution of an expo-
nential distribution in t with a resolution function that
depends on �t, multiplied by the PDF of �t. In the D+

case, simulation shows that a Gaussian distribution is
su�cient to model the resolution function. The mean of
the resolution function is allowed to float in the fit to
account for a possible bias in the determination of the
decay time; the width is the per-candidate �t scaled by a
free parameter s to account for a possible misestimation
of the decay-time uncertainty. The fit returns s ⇡ 1.12
(1.29) for the D0 (D+) sample. In the D0 case, an ad-
ditional Gaussian distribution is needed to describe the
3% of candidates with poorer resolution. This second
component shares its mean with the principal compo-
nent but has its own free scaling parameter (s0 ⇡ 2.5) for
the broader width.

In the D0 case, the signal region contains a 0.2% frac-
tion of background candidates. Sensitivity to the back-
ground contamination and its e↵ects on the decay-time
distribution is very limited. For the sake of simplicity,
the background is neglected in the fit and a systematic
uncertainty is later assigned. In the D+ case, the signal
region contains a non-negligible amount of background,
which is accounted for in the fit. The background is
modeled using data with m(K�⇡+⇡+) in the sideband
[1.758, 1.814][ [1.936, 1.992]GeV/c2 (Fig. 1), which is as-
sumed to contain exclusively background candidates and
be representative of the background in the signal region,
as verified in simulation. The background PDF consists
of a zero-lifetime component and two exponential compo-
nents, all convolved with a Gaussian resolution function
having a free mean and a width corresponding to s�t. To
better constrain the background parameters, a simulta-
neous fit to the candidates in the signal region and side-
band is performed. The background fraction is Gaussian
constrained in the fit to (8.78 ± 0.05)%, as measured in
the m(K�⇡+⇡+) fit.

The PDF of �t is a histogram template derived di-
rectly from the data. In the fit to the D0 sample, the
template is derived assuming that all candidates in the
signal region are signal decays. In the fit to the D+ sam-
ple, the template is derived from the candidates in the
signal region by subtracting the scaled distribution of the
sideband data. The PDF of �t for the background is ob-
tained directly from the sideband data.

The lifetime fits are tested on fully simulated data and
on sets of data generated by randomly sampling the PDF
with parameters fixed to the values found in the fits to
the data. All tests yield unbiased results and expected
parameter uncertainties, independent of the assumed val-
ues of the D0 and D+ lifetimes.

2− 0 2 4 6 8 10 12
Decay time [ps]

1

10

210

310
2− 0 2 4 6 8 10 12

1

10

210

310

410 Belle II
1− = 72 fbL dt ∫

Data
Fit
Background

C
an

di
da

te
s p

er
 7

0 
fs

Figure 2: Decay-time distributions of (top) D0 ! K�⇡+

and (bottom) D+ ! K�⇡+⇡+ candidates in their respective
signal regions with fit projections overlaid.

Table I: Systematic uncertainties.

Source ⌧(D0) [fs] ⌧(D+) [fs]
Resolution model 0.16 0.39
Backgrounds 0.24 2.52
Detector alignment 0.72 1.70
Momentum scale 0.19 0.48
Total 0.80 3.10

The decay-time distributions of the data, with fit pro-
jections overlaid, are shown in Fig. 2. The measured
D0 and D+ lifetimes 410.5± 1.1 (stat)± 0.8 (syst) fs and
1030.4± 4.7 (stat)± 3.1 (syst) fs, respectively, are consis-
tent with their world averages [7]. The systematic un-
certainties arise from the sources listed in Table I and
described below. The total systematic uncertainty is the
sum in quadrature of the individual components.

The decay time and decay-time uncertainty are ob-
served to be correlated in data and simulation reproduces
these e↵ects well. The dominant e↵ect is that small �t

values correspond to larger true decay times (and vice
versa). These correlations, when neglected in the fits, re-
sult in an imperfect description of the t distribution as a
function of �t. To quantify the impact on the results, our
model that neglects the correlations is fit to 1000 samples
of signal-only simulated decays, each the same size as the
data. The samples are obtained by resampling, with rep-
etition, a set of simulated e+e� collisions corresponding
to an integrated luminosity of 500 fb�1. Upper bounds
of 0.16 fs and 0.39 fs on the average absolute deviations
of the measured lifetimes from their true values are de-

8

72 fb�1. The results,

⌧(D0) = 410.5± 1.1 (stat)± 0.8 (syst) fs and (1)

⌧(D+) = 1030.4± 4.7 (stat)± 3.1 (syst) fs , (2)

are the world’s most precise to date and are consis-
tent with previous measurements [7]. Assuming that
all systematic uncertainties are fully correlated between
the two measurements, except those due to the back-
ground contamination (assumed uncorrelated), the total
correlation coe�cient is 18%. The ratio of lifetimes is
⌧(D+)/⌧(D0) = 2.510±0.013 (stat)±0.007 (syst). These
results demonstrate the vertexing capabilities of the
Belle II detector and confirm our understanding of sys-
tematic e↵ects that impact future decay-time-dependent
analyses of neutral-meson mixing and mixing-induced CP
violation.
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Mixing and lifetimes
• Use about 40k decays reconstructed from 

hadronic  channels.


• Compatible with WA. Slightly worse stat error than 
Belle as  not used here.


• Better alignment and background systematics. 


• Prepared to tackle Φ1.

B → D(*)h+, (h = K, π)

B → D(*)ℓν

21

New mixing and lifetime measurement: backgrounds

0.10 0.05 0.00 0.05 0.10 0.15 0.20 0.25

102

103

104

105

Ca
nd

id
at

es
 / 

(0
.0

1 
Ge

V)

Belle II (Preliminary)
L dt= 190 fb 1

Combined
B0 D(*) K + + c. c.
B0 D(*) + + c. c.
BB Background
qq Background
Data

�E = Eú
B ≠ Eú

beam
[GeV] continuum suppression

Use ≥ 40k decays reconstructed from hadronic B0 æ D(ú)≠fi+/K+
modes.

2 backgrounds: e+e≠ æ qq and misreconstructed e+e≠ æ BB
Discriminate signal and backgrounds using �E and event-shape multivariate classifier.

1. Subtract backgrounds from sidebands (sWeights) to obtain background-free signal sample.

2. Fit background-subtracted �t distribution, with a model taking into account wrong-tag

fraction and finite vertex resolution
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New mixing and lifetime measurement: result

Result compatible with world average:

·B0 = 1.499 ± 0.013 (stat.) ± 0.008 (syst.) ps,

�md = 0.516 ± 0.008 (stat.) ± 0.005 (syst.) ps
≠1.

Compared to Belle and BaBar’s best measurement:

I Slightly worse stat. uncertainty because not using

B0 æ Dú≠¸+‹ modes yet.

I better alignment and background systematics.

I comparable resolution modelling systematics.

Milestone in Belle II program: we are fully ready for time dependent analyses!

Next steps: · , �md with B0 æ Dú≠¸+‹ and competitive sin 2— measurement.
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Time-dependent analyses

B0

B
0

J/ K0
S

2�1
B0

B
0

D�⇡+

D+⇡�

CP-asymmetry in interference between mixing and decay:

ACP(t) =
N(B0 æ fCP) ≠ N(B0 æ fCP)

N(B0 æ fCP) + N(B0 æ fCP)

(t) = (SCP sin(�md t) + ACP cos(�md t))

with SCP: time-dependent asymmetry and ACP: direct CP-asymmetry.

B0
-B0

mixing:

mix(t) =
N(B0 æ B0

) ≠ N(B0 æ B0

)

N(B0 æ B0) + N(B0 æ B0

)

(t) = cos(�md t)

with �md the oscillation frequency.

7 Moriond EW 2022 Thibaud Humair

Belle II Preliminary
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Time dependent measurement of B→KSπ0

• Aim: Time-dependent study to measure the branching 
fraction and direct CP asymmetry for  decays. 


• The isospin sum-rule is a precise null test, but depends 
crucially on precision in this channel.


• Time dependent study very challenging with neutrals.

B → K0
Sπ0

22

New KSfi0 ACP measurement

Perform 4D fit (including �t and �E )

Use B0 æ J/Â(µ+µ≠
)KS to calibrate �t shapes

Wrong-tag fraction measured from mixing measurement

Constrain SCP using previous measurements to maximise

precision on ACP.

Result:

ACP = ≠0.41
+0.30

≠0.32
(stat.) ± 0.09 (syst.)

B = (11.0 ± 1.2 (stat.) ± 1.0 (syst.)) ◊ 10
≠6

World average: ACP = 0.00 ± 0.13.

�E [GeV]

�t [ps]
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B0 æ KSfi0
and Kfi puzzle

B æ Kfi decay are rare, therefore sensitive to New Physics. In particular, long-standing

discrepancy in Isospin sum rule:
1

2ACP(B0 æ K+fi≠
) + 1.3ACP(B+ æ KSfi+

) ≠ 1.2ACP(B+ æ K+fi0
) ≠ ACP(B0 æ KSfi0

) ¥ 0

Uncertainty on this null test dominated by ACP(B0 æ KSfi0
), only feasible at Belle II.

e� e+

⇡0

⇡�

⇡+

KS

B0
sig

Need good performance with neutrals and beam spot constraint.

1
More accurate formula takes into account branching fractions and lifetimes

12 Moriond EW 2022 Thibaud Humair

In fact, we have already started…

22

q Time-dependent study in a decay without any primary charged particle 
coming from 9()* is challenging and likely the sole preserve of an ?'?!
flavor factory

q Perform a time-dependent study to measure the branching fraction and 
direct CP asymmetry for 9# → >#=# decays

q In the SM, @+, ≈ 0 and A+, ≈ sin 2)
q Further, branching fraction and @+, are inputs to an isospin sum rule 

proposed in                        ⇒ null test for new physicsPLB 627, 82 (2005) 

ü Need good performance with neutrals and beam-spot constraint

Beam spot 

In fact, we have already started…

22

q Time-dependent study in a decay without any primary charged particle 
coming from 9()* is challenging and likely the sole preserve of an ?'?!
flavor factory
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direct CP asymmetry for 9# → >#=# decays
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ü Need good performance with neutrals and beam-spot constraint

Beam spot 

New KSfi0 ACP measurement

Perform 4D fit (including �t and �E )

Use B0 æ J/Â(µ+µ≠
)KS to calibrate �t shapes

Wrong-tag fraction measured from mixing measurement

Constrain SCP using previous measurements to maximise

precision on ACP.

Result:

ACP = ≠0.41
+0.30

≠0.32
(stat.) ± 0.09 (syst.)

B = (11.0 ± 1.2 (stat.) ± 1.0 (syst.)) ◊ 10
≠6

World average: ACP = 0.00 ± 0.13.

�E [GeV]

�t [ps]

13 Moriond EW 2022 Thibaud Humair

Belle II Preliminary



Belle II 2022 Phillip URQUIJO

Time dependent CP Violation Future

23

Table 25: Sensitivity estimation on S and A parameters at di↵erent values of integrated

luminosity.

Int. Lum. ab�1 Stat(S) Stat(A)

2 0.15 0.10

10 0.07 0.05

50 0.031 0.021

Table 26: Extrapolated sensitivity for the K
0
S
⇡
0 mode. The �t resolution is taken from the

K
0
S
⇡
0
� study and we assume for this mode a reconstruction e�ciency of 30%.

Channel Yield �(S) �(A)

1 ab
�1

K
0
S
(⇡±)⇡0 1140 0.20 0.13

5 ab
�1

K
0
S
(⇡±)⇡0 5699 0.09 0.06

Table 27: Expected uncertainties on the S and A parameters for the channels sensitive to

sin 2�1 discussed in this chapter for an integrated luminosity of 5 and 50 ab�1. The present

(2017) World Average [1] errors are also reported.

WA (2017) 5 ab�1 50 ab�1

Channel �(S) �(A) �(S) �(A) �(S) �(A)

J/ K
0 0.022 0.021 0.012 0.011 0.0052 0.0090

�K
0 0.12 0.14 0.048 0.035 0.020 0.011

⌘
0
K

0 0.06 0.04 0.032 0.020 0.015 0.008

!K
0
S

0.21 0.14 0.08 0.06 0.024 0.020

K
0
S
⇡
0
� 0.20 0.12 0.10 0.07 0.031 0.021

K
0
S
⇡
0 0.17 0.10 0.09 0.06 0.028 0.018

Sensitivity studies. An estimate of the sensitivity of Belle II on the CP violation parameters1372

S and A is obtained using a study based on pseudo-experiments, in which the expected1373

�t resolution is used. The results, reported in Table 25, are very promising, especially1374

considering that significant improvements are expected in the reconstruction software. On1375

the other hand, the impact of physics and beam backgrounds still needs to be estimated.1376

Extrapolation of the K
0
S
⇡
0
sensitivity. We estimate the sensitivity to the SK

0
S⇡

0 and1377

AK
0
S⇡

0 parameters of the K
0
S
⇡
0 mode analogously to what we have done in section 1.3.2.1378

The vertex reconstruction position resolution is taken from the study of K0
S
⇡
0
� presented1379

above, and we assume a reconstruction e�ciency of 30%, based on the performance of BaBar1380

and Belle. The results are presented in Table 26.1381

54/58

CP violation in B0 æ J/Â K 0

S and B0

s æ J/Â „

K. De Bruyn, R. Fleischer [JHEP 03 (2015) 145]

tree

b̄
d

c
c̄

s̄
d

penguin

b̄
d

c
c̄

s̄
d

New physics could contribute to direct and mixing-induced CP violation in angles „d © 2—
and „s ( F. Dordei’s talk this morning)

"Golden modes" B0 æ J/Â K 0

S and B0

s æ J/Â „ measure e�ective angles:

„obs

d/s = „tree

d/s + �„peng

d/s + „NP

d/s

„obs

d/s and „tree

d/s known precisely ∆ Need good knowledge of

contribution from penguin amplitude �„peng

d/s to probe for „NP

d/s

current exp. precision

‡(„obs

d ) ¥ 1.6¶

‡(�„peng

d ) ¥ 0.8¶

Jascha Grabowski Direct CP violation in B decays at LHCb 2

Tree  
(SM precision)

Gluonic 
Penguin  
(NP sensitive)

Constrains 
penguin 
pollution

• Φ1 & New physics TDCPV in b → qqs transitions (q = u,d,s) are major targets


• Δt resolution ~0.77 ps  (30% to a factor 2 better than Belle); 

PTEP 2019 
(2019) 12, 123C01

Expect Belle II 
to dominate 

all these 
channels

SM

NP
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Semileptonic B decays

• Discrepancy between exclusive and 
inclusive.

25

24 76. Semileptonic b-Hadron Decays, Determination of Vcb, Vub

Table 76.2: Measurements of R(D) and R(Dú), their correlations, fl, and the combined averages
[6].

R(D) ◊ 102
R(Dú) ◊ 102

fl

BABAR [235,236] B
0, B

+ 44.0 ± 5.8 ± 4.2 33.2 ± 2.4 ± 1.8 ≠0.27
Belle [237] B

0, B
+ 37.5 ± 6.4 ± 2.6 29.3 ± 3.8 ± 1.5 ≠0.49

Belle [239,256] B
0, B

+ 27.0 ± 3.5 + 2.8

≠ 2.5

Belle [240] B
0, B

+ 30.7 ± 3.7 ± 1.6 28.3 ± 1.8 ± 1.4 ≠0.51
LHCb [241] B

0 33.6 ± 2.7 ± 3.0
LHCb [252] B

0 28.3 ± 1.9 ± 2.9

Average B
0, B

+ 33.9 ± 2.6 ± 1.4 29.5 ± 1.0 ± 1.0 ≠0.38

0.2 0.3 0.4 0.5
R(D)

0.2

0.25

0.3

0.35

0.4R
(D

*)

Exp+LQCD+HQET

Lattice QCD

 = 1.0 contours2χΔ

HFLAV World Average
 0.014± 0.026 ±R(D) = 0.339 
 0.010± 0.010 ±R(D*) = 0.295 

 = -0.38ρ
) = 28%2χP(

HFLAV

2021

σ3

LHCb15

LHCb18

Belle17

Belle19 Belle15

BaBar12

Average

Figure 76.1: Measurements of R(D) and R(Dú) and their two-dimensional average compared
with the average predictions for R(D) and R(Dú). Contours correspond to ∆‰

2 = 1 i.e., 68% CL
for the bands and 39% CL for the ellipses. The average of the Lattice QCD and Experiment-Lattice
QCD-HQET predictions and the experimental average deviate from each other by 2.0‡ and 4.0‡

respectively. The dashed ellipse corresponds to a 3‡ contour of the experiment average (99.73%
CL).

The current discussion of R(D) and R(Dú) may be embedded in the theoretical analysis of
the other anomalies that have been observed in semileptonic FCNC (b æ s¸¸) transitions. More
sophisticated approaches fit the data to a general e�ective Hamiltonian. Matching this e�ective
Hamiltonian to simplified models, the current situation of the anomalies seems to be compatible
with scenarios with an additional Z

Õ or a leptoquark scenario, see eg. [225–231].
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• Persistent, but diminishing LFUV results.
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B→D(*) τ ν @ Belle II
• R(D/D*) stat limited: Belle II should confirm/

deny anomaly with 5 ab-1.(3-4x error reduction 
in 5 years) 

• Determine the type of mediator by  
analysis of kinematic spectra > 5 ab-1

51
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8 Leptonic and Semileptonic B Decays

b c

q q

⌫
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⌫
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�
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u

`+

⌫
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1

Fig. 60: Feynman diagrams of semileptonic B decays, mediated by a charged weak boson

(left) as well as mediators predicted in new physics models: a charged Higgs (middle), and

a leptoquark (right).

where S and Tµ⌫ are scalar and tensor currents (here S = b̄q, Tµ⌫ = b̄i�µ⌫q, q = c, u). The

scalar form factor in Eq. (97) is the same as that Eq. (96), owing to the partial conservation

of the vector current (PCVC), i@ · V = (mb � mq)S. Feynman diagrams of SM and beyond

SM semileptonic B decays are shown in Fig. 60.

The doubly di↵erential partial width for B ! P `±⌫` (assuming no scalar or tensor current)

is [212]

d2�

dq2 d cos ✓`
= Cq|⌘EW|2

G2
F |Vqb|2

(2⇡)3
�1/2

8M3
B

�1/2
12

q2

✓
q2 � m2

1 � m2
2 � �12

q2
cos2 ✓

◆
�

q2
|f+|2+ (99)

+ ⇣12
(M2

B � M2
P )2

q2
|f0|2 ⌥ 2(m2

1 � m2
2)(M

2
B � M2

P )
�1/2

q2

�1/2
12

q2
cos ✓ < (f+f⇤

0 )

#
,

where Cq = 1/2 for ⇡0 and 1 otherwise,22 ⌘EW is an electroweak correction discussed below,

�12 and ⇣12 are obtained from Eqs. (92) and (93) by substituting M2
B ! q2, and

� = (M2
B + M2

P � q2)2 � 4M2
BM2

P , (100)

cos ✓ = 4��1/2

✓
1 �

m2
`

q2

◆�1 ✓
pB · q p` · q

q2
� pB · p`

◆
, (101)

the last being the angle in the centre-of-mass of the `` system between the B meson and

lepton 1 with charge ±1. Quantities such as �, �12 are sometimes known as the Källén

functions.

Integrating over cos ✓,

d�

dq2
= Cq|⌘EW|2

G2
F |Vqb|2

(2⇡)3
�1/2

4M3
B

�1/2
12

q2

⇢
��12|f+|2 + ⇣12

(M2
B � M2

P )2

q2
|f0|2

�
, (102)

where

�12 = 1 � m2
1 + m2

2

q2
� �12

3q22 . (103)

22 This factor stems from the fact that a b ! u current produces only the ūu component of the ⇡0.

165/707

Belle II Physics Book, 
arXiv: 1808.10567
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Flavour physics anomalies
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WHEPP 2019 Phillip URQUIJO

Flavour physics anomalies
• Vcb: B→D* l ν & B→ Xc l ν (Waheed PhD thesis) 

• Vub: B→π l ν & B→ Xu l ν (Hohmann MSc thesis) 

• B→D(*) τ ν (Caria PhD thesis) 

• B→ K l l (Ferlewicz thesis)

45

• Belle II STRATEGY: Improved ν reco / novel B-tagging, improved lepton identification (from τ).

|Vub| inclusive 
exclusive tension|Vcb| inclusive 

exclusive tension

RK and RK* 

|Vub| inclusive 
exclusive tension

Table from S. Descotes-Genon

Two transitions of interest

b ! c`⌫̄` b ! s`+`�

B M

`+

`�

Oi

cc̄

⌫̄`

`�

W
b c

3

`+

`�

c, t

W

b s

B M

`+

`�

c, t

W

b s

1

SM tree (charged) (V � A) loop (neutral)
Spin 0 B ! D`⌫̄` B ! K ``
Spin 1 B ! D⇤`⌫̄` B ! K ⇤``, Bs ! �``

Observables Total Br d�/dq2 + Angular obs
with ` = ⌧, µ, e ` = µ, e

Tensions RD(⇤) =
Br(B ! D(⇤)⌧⌫)

Br(B ! D(⇤)`⌫̄`)
RK =

Br(B ! Kµµ)

Br(B ! Kee)
Br (K , K ⇤, � + µµ)

angular obs (e.g., P 0
5)

Two transitions exhibiting interesting patterns of deviations from SM

S. Descotes-Genon (LPT-Orsay) Flavour anomalies Louvain-La-Neuve, 17/6/16 12

|Vcb| & |Vub| inclusive-
exclusive tension

BR, Polarisation
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Measuring the CKM matrix element |Vub|

• Second fit performed to  from data and 
LQCD (FNAL-MILC) with BCL (z-expansion) parameterisation. 

dΓ/dq2 ∝ f2
+(q2) |Vub |2
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Exclusive Measurements of |Vub| and |Vcb|

Measuring |Vub| from B ! ⇡e⌫e
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• Reconstruct .


• Perform likelihood fit to missing mass squared in bins of .

B → πeν̄e

q2Exclusive Measurements of |Vub| and |Vcb|
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Inclusive |Vub|/|Vcb|
• Belle analysis with Belle II software and B-tag framework. 


• Ratio measured to cancel systematics.


• Require very  to be small, and Kaon veto. 


• Background  model corrected using veto sample.


• Fit performed to q2 and lepton momentum to determine 
.


• Lowest systematic error of any measurement - excellent 
technique for large Belle II data sets.

M2
miss

B → Xcℓν

B(B → Xuℓν)/B(B → Xcℓν)

28
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FIG. 1. Reconstructed p
Bsig

` and q2 spectra for the B ! Xu`⌫ enhanced (top and depleted (bottom) sub-samples. The error
bands of simulated samples incorporates the full set of systematic uncertainties discussed in section V. The Data/MC shape in
the B ! Xu`⌫ enhanced sample is well replicated in the B ! Xu`⌫ depleted sample.

a �
2
/ndf = 11.32/10(5.3/10) respectively, where418

�
2 =

X

i,j

(Nobs
i � N

exp
i )(Cobs

stat + C
exp
syst)

�1
ij (Nobs

j � N
exp
j ).

(18)
For details of the evaluation of C

fit
syst see section V.419

We extract the B ! Xu`⌫ yield by means of a two-420

dimensional binned fit in q
2 : p

Bsig

` to the B ! Xu`⌫421

enhanced bin. The binning is chosen such that each bin422

is expected to have equal B ! Xc`⌫ yield. This en-423

sures a large sample of B ! Xc`⌫ events are present in424

each bin allowing for use a data-driven B ! Xc`⌫ tem-425

plate. Additionally a large fraction of the B ! Xu`⌫426

events collect in the final broad p
Bsig

` and q
2 bins, q

2
>427

7.5 GeV2
, p

Bsig

` > 1.8 � �1.9 GeV reducing the exposure428

to B ! Xu`⌫ modelling in the endpoint region. This bin-429

ning is demonstrated in figure 4 for the four components430

under consideration (secondaries and fakes, continuum,431

B ! Xu`⌫, B ! Xc`⌫).432

We derive a data-based template (T ) for the B ! Xc`⌫433

contribution from the B ! Xu`⌫ depleted sample as434

Ti = ⌧i(N
Data
i,D � a⌘

B!Xu`⌫
i,D � ⌘

qq
i,D � ⌘

Sec.Fakes
i,D ), (19)

where N
Data
i,D is the data yield in bin i for the depleted435

sample and ⌘
B!Xu`⌫
i,D , ⌘

qq
i,D, ⌘

Sec.Fakes
i,D are the MC yields436

for the B ! Xu`⌫, qq, and secondaries and fakes compo-437

nents respectively. The coe�cient a is initially set to 1;438
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FIG. 1. Reconstructed p
Bsig

` and q2 spectra for the B ! Xu`⌫ enhanced (top and depleted (bottom) sub-samples. The error
bands of simulated samples incorporates the full set of systematic uncertainties discussed in section V. The Data/MC shape in
the B ! Xu`⌫ enhanced sample is well replicated in the B ! Xu`⌫ depleted sample.

a �
2
/ndf = 11.32/10(5.3/10) respectively, where418

�
2 =

X

i,j

(Nobs
i � N

exp
i )(Cobs

stat + C
exp
syst)

�1
ij (Nobs

j � N
exp
j ).

(18)
For details of the evaluation of C

fit
syst see section V.419

We extract the B ! Xu`⌫ yield by means of a two-420

dimensional binned fit in q
2 : p

Bsig

` to the B ! Xu`⌫421

enhanced bin. The binning is chosen such that each bin422

is expected to have equal B ! Xc`⌫ yield. This en-423

sures a large sample of B ! Xc`⌫ events are present in424

each bin allowing for use a data-driven B ! Xc`⌫ tem-425

plate. Additionally a large fraction of the B ! Xu`⌫426

events collect in the final broad p
Bsig

` and q
2 bins, q

2
>427

7.5 GeV2
, p

Bsig

` > 1.8 � �1.9 GeV reducing the exposure428

to B ! Xu`⌫ modelling in the endpoint region. This bin-429

ning is demonstrated in figure 4 for the four components430

under consideration (secondaries and fakes, continuum,431

B ! Xu`⌫, B ! Xc`⌫).432

We derive a data-based template (T ) for the B ! Xc`⌫433

contribution from the B ! Xu`⌫ depleted sample as434

Ti = ⌧i(N
Data
i,D � a⌘

B!Xu`⌫
i,D � ⌘

qq
i,D � ⌘

Sec.Fakes
i,D ), (19)

where N
Data
i,D is the data yield in bin i for the depleted435

sample and ⌘
B!Xu`⌫
i,D , ⌘

qq
i,D, ⌘

Sec.Fakes
i,D are the MC yields436

for the B ! Xu`⌫, qq, and secondaries and fakes compo-437

nents respectively. The coe�cient a is initially set to 1;438

n(K)=0 n(K)>0

� Analyse full Belle sample, ͹ͳͳ ݂ܾିଵ, in Belle II software.

� Belle II tagging algorithm - Full Event Interpretation

� Hierarchically reconstruct ࣩሺͳͲ ͲͲͲሻ hadronic channels.

� ࣩ ʹͲͲ Boosted Decision Trees to select good 
candidates.

� Up-to 50% higher efficiency 
than previous Belle tagging 
algorithm, Full Reconstruction
- 1104 channels.
[Comput.Softw.Big Sci. 3 (2019) 1, 6]

ܤ ՜ ܺκߥ Reconstruction at Belle

ȯሺͶܵሻ

ାܤ

ିܤ

଴ܦ
ߨ

ߨ

ߨ

ߥ κା

ܺ

ܭ
ߨ

Tag Side Signal Side

േܤ

Marcel Hohmann 3

[Comput.Softw.Big Sci. 3 (2019) 1, 6]
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FIG. 4. Binning structure for two dimensional fit to q2 :

p
Bsig

` . The sample is first divided into four equal B ! Xc`⌫
frequency q2 bins. Each bin is then subdivided into four equal

frequency p
Bsig

` bins.

ations. The results of the fit are shown in Fig. 5. The fit460

yields N
B!Xu`⌫ = f

Xu`⌫
E N

Data
E = 5386±430±310 B !461

Xu`⌫ events with a �
2
/dof = 15.3/15. Alternatively a462

fit utilising the MC simulation based B ! Xc`⌫ template463

provides an approximately 37% larger B ! Xu`⌫ yield464

with a �
2
/dof = 33.0/15.465

A. B ! Xc`⌫ Yield466

To extract the B ! Xc`⌫ yield we broaden our467

selection removing the D
⇤ veto and |M

2
Miss| require-468

ments. The secondaries and fakes component is nor-469

malised following the procedure established for the B !470

Xu`⌫ extraction sample. The fits have �
2
/dof =471

26.1/10(19.7/10) for the enhanced (depleted) samples.472

The reconstructed p
Bsig

` spectrum of the combined sam-473

ple given in Fig. 7. Given the high purity of the sample474

(> 90%), the B ! Xc`⌫ yield is found via a simple back-475

ground subtraction:476

N
B!Xc`⌫ = N

Data
�⌘

qq
�⌘

Sec.Fakes
�a⌘

B!Xu`⌫ . (23)

The ratio of partial branching fractions is given by477

�B(B ! Xu`⌫)

�B(B ! Xc`⌫)
=

✏
B!Xc`⌫NB!Xu`⌫

✏B!Xu`⌫NB!Xc`⌫
, (24)

where ✏
B!Xu`⌫ , ✏

B!Xc`⌫ are the reconstruction e�-478

ciencies of the B ! Xu`⌫ and B ! Xc`⌫ events re-479

spectively, and are estimated from MC simulations. In480

addition a series of fits has been performed increasing the481

lower limit on p
Bsig

` from 1.0 GeV to 2.0 GeV. For each482

threshold the two-dimensional binning structure used for483

the B ! Xu`⌫ extraction is adjusted such that the MC484

simulated B ! Xc`⌫ events are distributed with equal485

frequency. The results are presented in Section VI.486

To validate the fit procedure we generate pseudo-487

experiments for di↵erent input branching fractions for488

B ! Xu`⌫ and B ! Xc`⌫ decays. No bias in central489

values was observed.490

V. SYSTEMATIC UNCERTAINTIES491

Several systematic uncertainties a↵ect the measured492

ratio of partial branching fractions. The most impor-493

tant sources of systematic uncertainties are associated494

with the model ling of the B ! Xu`⌫ component and495

the composition of the secondaries and fakes component.496

Each systematic e↵ect is varied independently and the497

analysis procedure repeated. All systematics are taken498

as uncorrelated and summed in quadrature for the total499

systematic uncertainty.500

A. B ! Xu`⌫ Modeling501

As the simulation of B ! Xu`⌫ events is a hybrid502

composition of low-mass resonant and high-mass non-503

resonant states the relative contributions of the di↵er-504

ent states will impact the reconstruction e�ciency, and505

shape of the B ! Xu`⌫ template. We evaluate the un-506

certainty by varying the assumed branching fractions of507

the resonant decays, B ! (⇡, ⇢, !, ⌘, ⌘
0)`⌫ by one stan-508

dard deviation, for B ! (⇡, ⇢, !)`⌫ decays we vary the509

form-factors along the eigen-directions of the covariance510

matrix of their respective BCL fits. For B ! (⌘, ⌘
0)`⌫ de-511

cays we replace the nominal model with the alternate de-512

scription of Ref. [52] and assign the full di↵erence as the513

uncertainty. For the non-resonant channels we m
KN
b and514

a
KN by their uncertainties in the eigen-directions �1, �2,515

we investigate the impact of reweighting the DFN model516

to the prediction of the BLNP model [? ] with b quark517

mass in the shape-function scheme m
SF
b = 4.61 GeV and518

µ
2SF
⇡ = 0.2 GeV2 and consider the full di↵erence to the519

nominal result as the uncertainty. We vary the assumed520

B ! Xu`⌫ yield by ±1�. For each variation investigated521

the hybrid weights are recalculated following Eqn. 1.522

The cross-feed fraction of B ! Xu`⌫ events into the523

B ! Xu`⌫ depleted sample depends on the production524

rate of K
+ and K

0
S in the fragmentation of the Xu sys-525

tem. We vary the relative weight of simulated B ! Xu`⌫526

events generated with kaon pairs by ±25%.527

B. B ! Xc`⌫ Modeling528

We vary the branching fraction of B ! D
(⇤)(⇤)

`⌫529

within their uncertainty assuming a Gaussian error pro-530

file. For the unmeasured gap channels, B ! D
⇤⇤
Gap(!531

D
(⇤)

⌘)`⌫, we assume a uniform error profile between532

zero and twice the nominal branching fraction. The un-533

certainty is taken to be half the inter-percentile range534

(15.9% � 84.1%) of the toys. We vary the form factors535

Summary

� Theory predictions of ratio of partial 
rates needed to extract ௨ܸ௕ Ȁȁ ௖ܸ௕ȁ. 

� Naïve ௨ܸ௕ extraction in good 
agreement with world averages.

� Data-driven ܺ௖κߥ modelling 
corrections will be beneficial for 
Belle II measurements.

� What can be extracted from the 
unfolded ratios?

Belle Preliminary

� Preliminary result on ୼ࣜ ஻՜௑ೠκఔ
௱ࣜ ஻՜௑೎κఔ

at Belle.

Marcel Hohmann 20

Naïve ȁ ௨ܸ௕ȁ Extraction (݌κ஻ ൐ ͳǤͲ Ȁܿሻܸ݁ܩ

௨ܸ௕ ൌ
ͳ

߬஻ȟȞ
ȟࣜ ܤ ՜ ܺ௨κߥ
ȟࣜ ܤ ՜ ܺ௨κߥ

ȟࣜ ܤ ՜ ܺ௖κߥ
Belle, 2007 [PRD 75, 032001]: ͺǤͶͳ േ ͲǤͳͷ േ ͲǤͳ͹ Ψ
Babar, 2010 [PRD 81, 0032003]: ͺǤ͸͵ േ ͲǤͳ͹ Ψ

Naïve average: ͺǤͷͷ േ ͲǤͳ͵ Ψ - Assume uncorrelated.  

ͳǤͻͷሺͳ േ ͲǤͲͺͶ േ ͲǤͲ͹ʹሻ ൈ ͳͲିଶ

߬஻ ൌ ͳǤͷ͹ͻ േ ͲǤͲͲͶ SV

BLNP: ͸ͳǤͷିହǤଵା଺Ǥସ ଵିݏ݌ [PRD 72, 073006]

GGOU: ͷͺǤͷିଶǤଷାଶǤ଻ ଵିݏ݌ [JHEP 0710:058]

DGE: ͷͺǤʹିଷǤ଴ାଷǤ଺ ଵିݏ݌ [JHEP 0601:097]

Consistent with Belle, 2021 [PRD 104, 012008]  

௨ܸ௕
ீீை௎ ൌ ͶǤʹͷ േ ͲǤͳͺ േ ͲǤͳ͸ ି଴Ǥ଴ଽ

ା଴Ǥ଴ଽ ൈ ͳͲିଷ

௨ܸ௕
஻௅ே௉ ൌ ሺͶǤͳͷ േ ͲǤͳ͹ േ ͲǤͳͷ ି଴Ǥଶ଴

ା଴Ǥଵ଼ሻ ൈ ͳͲିଷ

௨ܸ௕
஽ீா ൌ ሺͶǤʹ͸ േ ͲǤͳͺ േ ͲǤͳ͸ ି଴Ǥଵଷ

ା଴Ǥଵଵሻ ൈ ͳͲିଷ

Good agreement with HFLAV averages!

Belle Preliminary

Marcel Hohmann 16

Just for this 

workshop!
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Measuring the CKM matrix element |Vcb|
• Reconstruct decay chain .


• Candidate selection based on , , .


• Key challenge: detection of  from the .

B0 → D*−[D̄0( → K+π−)π−
s ]ℓ+νℓ

M2
miss m(D) − m(D*) m(D)

πs D*

29

Exclusive Measurements of |Vub| and |Vcb|

Measuring |Vcb| from B0 ! D⇤�`+⌫` (` = e, µ)

d�
dw

/ F
2(w)|Vcb|

2⌘2
EW

w =
(m2

B +m2
D(⇤) � q2)

2mBmD(⇤)

Under HQET a single form
factor F2(w)

F
2(w) parametrised by F (1),

⇢2, R1(1) and R2(1)
CLN param. [Nucl. Phys. B530, 153 (1998)]

⌥(4S)

B0
tag✏D⇤+e�⌫̄ ⇠ 0.1%

B̄0

D
0

K
�

⇡+

D
⇤+

⇡+

`�

⌫̄l

e+e�

measure ⌘EWF (1)|Vcb| and ⇢2.

M2
miss = (pe+e� � pBtag � p` � pD⇤)2

q2 = (pe+e� � pBtag � pD⇤)2

William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 6 / 12
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Exclusive Measurements of |Vub| and |Vcb|

Measuring |Vcb| from B0 ! D⇤�`+⌫` (` = e, µ)

B(B0 ! D
⇤+`⌫) = 0.0527 ± 0.0022(stat) ± 0.0038(sys)

⌘EWF (1)|Vcb| = (34.6 ± 2.5) ⇥ 10
�3 ⇢2

= 0.94 ± 0.21

|Vcb| = (37.9 ± 2.7) ⇥ 10
�3
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• Fit  using CLN 
parameterisation with R1(1) and R2(1) constrained 
to HFLAV averages (BGL can be done as well).

dΓ/dw ∝ ℱ2(w) |Vcb |2 η2
EW
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New LQCD inputs to exclusive |Vcb|

30

Fitting to the Belle data

7DANIEL FERLEWICZ, SCHOOL OF PHYSICS, THE UNIVERSITY OF MELBOURNE

D. Ferlewicz, E. Waheed, P. Urquijo (2021)
10.1103/PhysRevD.103.073005

� The systematic covariance matrix should be included through a toy 
MC with a Cholesky decomposition to avoid bias in results

� Combine Belle data with LQCD form factor calculations at non-zero 
hadronic recoil for additional fit constraints
� JLQCD: ݄஺భ and ݄௏ at ݓ ൌ ͳǤͲͶǡ ͳǤͲͺ
� Fermilab-MILC: ݃ǡ ݂ǡ ଵ࣠ at ݓ ൌ ͳǤͲ͵ǡ ͳǤͳͲǡ ͳǤͳ͹ ࣠ ͳ Ʉ୉୛ �ୡୠ

ߤ

ߪ

Results obtained through 
this method agree with 

2019 Belle study while using 
the measured systematic 

covariance matrix
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଴ܤ ՜ κߥκାିכܦ results

8DANIEL FERLEWICZ, SCHOOL OF PHYSICS, THE UNIVERSITY OF MELBOURNE

� Model-independent exclusive ȁ ௖ܸ௕ȁ measurement

� Results consistent between JLQCD and Fermilab-MILC

� ࣠ ͳ ாௐߟ ௖ܸ௕ ൌ ͵ͷǤʹʹ േ ͲǤͷͲ േ ͲǤͺͶ
(Taking BGL(2,2,2), F-MILC as nominal)

Fit result for 
ௗ୻
ௗ௤మ

evaluated at different 
ଶݍ ൌ ݉௛ష

ଶ values to 
use in hadronic 
factorisation formula:

E. Waheed et al. (Belle 2019)  
Phys Rev D. 100.052007


D. Ferlewicz, E. Waheed, PU 
(2021) Phys Rev D.103.073005

• Belle 2019 untagged study measured full decay differentials.


• Fit to BGL with non-zero lattice QCD inputs - new in 2021.


• Helicity amplitudes defined in terms of power series.


• The difference to inclusive remains!

2

approach for fits to B-meson decays. We then include
additional data from preliminary LQCD calculations to
allow for fits to higher order in the BGL parametrization
and to explore fits with di↵erent theoretical assumptions
for CLN that are less model-dependent.

This paper is organized as follows. Section II is a de-
scription on the techniques used to extract results from
the data provided by the 2019 Belle measurement, fol-
lowed by a brief summary of the conventions used in this
analysis. In Section IV, we discuss a method in which sys-
tematic uncertainties can be taken into account when cor-
relations between observed measurements are very high
(predominantly from scale uncertainties). Sections V and
VI explore fits to the CLN and BGL parametrizations
with more degrees of freedom, followed by the incorpora-
tion of additional LQCD data in Section VII. The results
are then summarized and discussed in Section VIII.

II. ANALYSIS OVERVIEW

The exclusive value of |Vcb| is typically extracted from
fits to yields of B0

! D
⇤�

`
+
⌫` decays as a function of

the kinematic observables: the hadronic recoil, w, and
three angular variables cos ✓`, cos ✓v and �. Hadronic
recoil is defined as

w =
m

2
B0 +m

2
D⇤± � q

2

2mB0mD⇤±
, (4)

where q
2 is the invariant mass squared of the lepton-

neutrino system and mB0 and mD⇤± are the B
0 and

D
⇤± meson masses, respectively. The observable ✓` is

the angle between the direction of the lepton and the
direction opposite to the B meson in the W boson rest
frame and ✓v is the angle between the direction of the
D

0 meson and the direction opposite to the B meson in
the D

⇤ meson rest frame. The observable � is the angle
between the planes formed by the decays of the W and
D

⇤ mesons in the rest frame of the B meson. The analy-
sis described here follows the approach taken in the 2019
Belle analysis [4], where a theoretical di↵erential decay
rate is calculated in 10 bins for each of the observables
and then forward-folded with the detector response. A
partial integration of the full four-dimensional di↵erential
decay rate,

d�(B0
! D

⇤�
`
+
⌫`)

dwd cos ✓`d cos ✓V d�
=

⌘
2
EW3mB0m

2
D⇤±

4(4⇡)4
G

2
F |Vcb|

2
p
w2 � 1(1� 2wr + r

2)

�
(1� cos ✓`)

2 sin2 ✓V H
2
+ + (1 + cos ✓`)

2 sin2 ✓V H
2
�

+4 sin2 ✓` cos
2
✓V H

2
0 � 2 sin2 ✓` sin
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is performed to obtain an expression for the decay width
in terms of the three helicity amplitudes associated with

this decay, (H±, H0), as a function of a set of model
parameters, x. The helicity amplitudes are defined in
the following section, GF is the Fermi constant and ⌘EW

is an electroweak correction for the semileptonic decay
[11]. These calculations are then integrated over a fixed
bin width for each observable to obtain the vector for
the unfolded integrated yield, N int.(x), before a detec-
tor response matrix, R, is applied in combination with
the e�ciency for reconstructing an event ✏, to obtain an
expected yield, N exp.(x), in each bin, i:

N
exp
i (x) =

40X

j=1

Rij✏jN
int.
j (x). (6)

The expected values are compared to the data in each
bin with a �

2 minimization algorithm to determine the
most likely set of parameters x that will model the data.
The fit is used to extrapolate measurements of the form

factors for this decay to the zero-recoil point, w = 1,
where the model parameters are described and con-
strained by unquenched Lattice Quantum Chromody-
namic (LQCD) calculations.

III. FORM FACTOR PARAMETRIZATION

In the standard CLN parametrization, the three helic-
ity amplitudes are defined as follows:
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r
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where r = mD⇤±/mB0 and r
0 = 2

p
mB0mD⇤±/(mB0 +

mD⇤±).
The form factor hA1 and the form factor ratios R1 and

R2 are defined in terms of the free parameters ⇢2, R1(1)
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� Exclusive ȁ ௖ܸ௕ȁ measurements have historically had some model 
dependence
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� Belle 2019 untagged study (doi.org/10.1103/PhysRevD.100.052007) performed fits for {H±, H0} defined in 
both CLN and BGL parameterisations
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Perfect heavy quark symmetry, in the limit of infinite
quark mass, implies equality between all form factors and
ratios, F(w) = R1(w) = R2(w) = 1. The finite masses
of quarks can then be accounted for in corrections at
zero hadronic recoil, resulting in hA1(1) = F(1) = 0.906
[12]. Therefore, there are four independent parameters in
this model used to calculate the expected yield of B0

!

D
⇤�

`
+
⌫` events: |Vcb|, ⇢2, R1(1) and R2(1). The values

of these parameters are not calculated, but are instead
extracted from fits to experimental data. We note that
isolating the value of |Vcb| from fits depends on knowing
the scale factor F(1) to a high degree of certainty. As
this number is subject to change, we present all results for
|Vcb| in the form F(1)⌘EW|Vcb|, except where cancellation
occurs in ratios.

In the BGL parametrization, the helicity amplitudes
are defined as

H0(w) = F1(w)/
p
q2,

H±(w) = f(w)⌥mB0mD⇤±

p
w2 � 1g(w), (11)

where three power series

f(z) =
1

P1+(z)�f (z)

1X
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a
f
nz

n
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F1(z) =
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P1+(z)�F1(z)
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a
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n z

n
,

g(z) =
1

P1�(z)�g(z)
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n=0

a
g
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n
, (12)

are related to the CLN form factors via

hA1(w) =
f(w)

p
mB0mD⇤±(1 + w)

,

hV (w) = g(w)
p
mB0mD⇤± ,

R1(w) = (w + 1)mB0mD⇤±
g(w)

f(w)
,

R2(w) =
w � r

w � 1
�

F1(w)

mB0(w � 1)f(w)
. (13)

In these equations, the Blaschke factors, P1±, are given
by

P1±(z) =
nY

P=1

z � z±P

1� zz±P
, (14)

where z±P is defined as

z±P =

q
t+ �m

2
±P �

p
t+ � t�

q
t+ �m

2
±P +

p
t+ � t�

. (15)

Here t± = (mB ± mD⇤)2 and m±P denotes the P
th

mass of the n B
⇤
c 1± resonances available (see Table I).

The functions �i(z) are outer functions related to these
Blaschke factors [4]. We have adopted the notation from
Ref. [9], where (nf , ng, nF1) refers to the highest power in

each of these series that has not been fixed to zero. The
2019 Belle analysis used the BGL(1,0,2) configuration,
with five free parameters. This is due to instability (i.e.
either a lack of convergence in fits using MINUIT [13],
parameters being returned as values within 1� of their
bounds, or from poorly defined or non-unique �

2 min-
ima) when more parameters were included. Through the
inclusion of Lattice QCD inputs, we will explore higher
order expansions in this study and test for stability in
|Vcb| as the number of free parameters is increased.
Unitarity constraints on the series coe�cients re-

quire [3]

1X

n=0

(agn)
2
< 1 ,

1X
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⇥
(afn)

2 + (aF1
n )2

⇤
< 1 , (16)

which have been enforced through a hard cut-o↵ in the
�
2 minimization. We note that by redefining these co-

e�cients as ã = ⌘EW|Vcb|a, we may extract a value for
|Vcb| using

F(1)⌘EW|Vcb| =
1

2mB0mD⇤±

|ã
f
0 |

Pf (0)�f (0)
. (17)

A list of the inputs used in this analysis is given in Table I,
with values chosen to remain consistent with Ref. [4],
except for B(D0

! K
�
⇡
+), which uses the average result

from the 2020 PDG [1]. There have been recent changes
in this value, which has an impact on the normalization of
measurements in this study and therefore directly a↵ects
the obtained values for |Vcb|.

IV. THE CHOLESKY DECOMPOSITION
METHOD

A common method of measuring free parameters is via
a �

2 fit, maximizing the likelihood of observing an ob-
tained binned dataset. This is achieved by an algorithm
that iterates through di↵erent values of a set of parame-
ters, x, to minimize a �

2 variable, defined typically as

�
2 =

X

i,j

�
N

obs
i �N

exp
i

�
C
�1
ij

�
N

obs
j �N

exp
j

�
, (18)

where N
obs
i is the number of events observed in bin i of

the data sample, N exp
i is the number of events expected in

bin i, determined from theory using x, and C
�1 is the in-

verse of the covariance matrix. The correlations between
observed values are related to the covariance matrix by

⇢(i, j) =
Cij

�i�j
, (19)

where �i is the standard deviation of the ith measurement
(i.e. �

2
i = var(i) = Cii).
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2 fit, maximizing the likelihood of observing an ob-
tained binned dataset. This is achieved by an algorithm
that iterates through di↵erent values of a set of parame-
ters, x, to minimize a �

2 variable, defined typically as

�
2 =

X

i,j

�
N

obs
i �N

exp
i

�
C
�1
ij

�
N

obs
j �N

exp
j

�
, (18)

where N
obs
i is the number of events observed in bin i of

the data sample, N exp
i is the number of events expected in

bin i, determined from theory using x, and C
�1 is the in-

verse of the covariance matrix. The correlations between
observed values are related to the covariance matrix by
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where �i is the standard deviation of the ith measurement
(i.e. �

2
i = var(i) = Cii).
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Fig. 62: Feynman diagrams of semileptonic B decays, mediated by a charged weak boson

(left) as well as mediators predicted in new physics models: a charged Higgs (middle), and

a leptoquark (right).

of the vector current (PCVC), i@ · V = (mb � mq)S. Feynman diagrams of SM and beyond

SM semileptonic B decays are shown in Fig. 62.

The doubly di↵erential partial width for B ! P `±⌫` (assuming no scalar or tensor current)

is [224]
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where Cq = 1/2 for ⇡0 and 1 otherwise20, ⌘EW is an electroweak correction discussed below,

�12 and ⇣12 are obtained from Eqs. (92) and (93) by substituting M2
B ! q2, and
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BM2
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the last being the angle in the centre-of-mass of the `` system between the B meson and

lepton 1 with charge ±1. Quantities such as �, �12 are sometimes known as the Källén

functions.
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20 This factor stems from the fact that a b ! u current produces only the ūu component of the ⇡0.
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FIG. 1. EECL fit projections and data points with statistical uncertainties in the D
+
`
� (top left), D0

`
� (top right), D⇤+

`
�

(bottom left) and D
⇤0
`
� (bottom right) samples, for the full classifier region. The signal region, defined by the selection

Ocls > 0.9, is shown in the inset.

of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D

⇤⇤
`⌫` channels and the decays of the D⇤⇤ mesons,

which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D

⇤⇤
`⌫` are assumed to

be ±6% for D1, ±10% for D⇤
2 , ±83% for D0

1, and ±100%
for D

⇤
0 , while the uncertainties on each of the D

⇤⇤ de-
cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake
D

(⇤) events, B ! D
⇤⇤
`⌫`, feed-down, and other back-

grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D
(⇤) and Btag re-

construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
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Fig. 73: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [251]. On the right is the projection to the 50 ab�1

Belle II data seta. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

where t0 = (MB + M⇡)(
p

MB �
p

M⇡)2 and t+ = (MB + M⇡)2. The expansion parameters

have been determined in fits to lattice simulations and experimental data on light leptonic

modes B ! ⇡`⌫` [84, 298–300]. The scalar form factor, present in ⌧ modes, has been obtained

in lattice QCD via the vector matrix element; cf. Eqs. 96 and 97.

We consider the ratio of branching fractions to test for NP contributions:

R⇡ ⌘ B(B ! ⇡⌧⌫⌧ )

B(B ! ⇡`⌫`)
⌘ B⌧

B`
, (151)

where |Vub| cancels out. Possible NP scenarios can be described by
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+ CT OT

i
, (152)

similarly to the b ! c case above, where CX (for X = V1,2, S1,2, and T ) indicates a NP con-

tribution in terms of the Wilson coe�cient of OX normalised by 2
p

2GF Vub. The di↵erential

branching fractions for each tau helicity, �⌧ = ⌥1/2, are then written as [243]
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where Q± = (MB ± M⇡)2 � q2 and the quantities H contain the hadron transition form

factors. The di↵erential branching fractions for B ! ⇡`⌫` are given by

dB�

`

dq2
=

dB�
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dq2

����
m⌧!0, CX=0

,
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`

dq2
= 0 . (156)
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Fig. 72: Expected Belle II constraints on the RD vs RD⇤ plane (left) and the RD⇤ vs P⌧ (D⇤)

plane (right) compared to existing experimental constraints from Belle. The SM predictions

are indicated by the black points with theoretical error bars. In the right panel, the NP

scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS1
,

OV1
and OT , respectively.

for polarisations j = + and T , where MB⇤ = 5.325 GeV, b0,+,T
n are expansion parameters,

and Nz(= 4) is the expansion order. The analytical variable z is defined as

z ⌘ z(q2) =

p
t+ � q2 �

p
t+ � t0p

t+ � q2 +
p

t+ � t0
, (150)
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Table 50. Expected precision for RD(∗) and Pτ (D∗) at Belle II, given as the relative uncertainty for RD(∗) and
absolute for Pτ (D∗). The values given are the statistical and systematic errors respectively.

5 ab−1 50 ab−1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%
RD∗ (±3.0 ± 2.5)% (±1.0 ± 2.0)%
Pτ (D∗) ±0.18 ± 0.08 ±0.06 ± 0.04

still capable of explaining the data, because a charged Higgs contribution to OS2 can be sizeable if
the coupling of the third-generation quark doublet to a right-handed c quark is large [283–285].

The current results for RD(∗) are Rexp
D /RSM

D ≈ Rexp
D∗ /RSM

D∗ within uncertainty. Such a relation is
naturally given in scenarios that contain a non-zero contribution to OV1 , i.e. a left-handed current.
A straightforward realization of the left-handed current is given by a W ′ boson implemented in a
new SU(2)L gauge group. This class of model can also address the RK anomaly (lepton flavor non-
universality in B→ K"+"−), as well as RD(∗) ; see Refs. [286–290]. Some types of leptoquark model
can also induce OV1 [225,288,291–295] and explain RK and RD(∗) at the same time [288,289].

Future prospects Based on the existing results from Belle and the expected statistical and exper-
imental improvements at Belle II, we provide estimates of the precision on RD(∗) and Pτ (D∗) in
Table 50 for two integrated luminosities. In Fig. 72, the expected precisions at Belle II are com-
pared to the current results and SM expectations. They will be comparable to the current theoretical
uncertainty. Furthermore, precise polarization measurements, Pτ (D∗), and decay differentials will
provide further discrimination of NP scenarios (see, e.g., Refs. [227,263] for a detailed discussion).
In the estimates for Pτ (D∗), we take the pessimistic scenario that no improvement to the system-
atic uncertainty arising from hadronic B decays with three or more π0, η, and γ can be achieved.
However, although challenging, our understanding of these modes should be improved by future
measurements at Belle II and hence the systematic uncertainty will be further reduced. As shown in
Fig. 70, the Belle analyses of B→ D(∗)τντ largely rely on the EECL shape to discriminate between
signal and background events. One possible challenge at Belle II is therefore to understand the effects
from the large beam-induced background on EECL. From studies of B→ τν, shown earlier in this
section, EECL should be a robust observable.

With the Belle II dataset, NP scenarios can be precisely tested with q2 and other distributions of
kinematic observables. Figure 73 demonstrates the statistical precision of the q2 measurement with
50 ab−1 data based on a toy MC study with hadron-tag-based analysis. A quantitative estimation of
the future sensitivity to a search for NP in B̄→ D(∗)τ ν̄ is shown in Fig. 74 [296]: it shows the regions
of CX that are probed by the ratios (red) and the q2 distributions (blue) at Belle II with 5 ab−1 (dashed
lines) and 50 ab−1 (solid lines) respectively, at 95% CL. One finds that the distributions are very
sensitive to all NP scenarios, including those with new scalar or tensor mediators. NP contributions
that enter in CX can be described as

CX ≈
1

2
√

2GFVcb

gg′

M 2
NP

, (142)

where g and g′ denote the couplings of new heavy particles to quarks and leptons respectively (at
the NP mass scale MNP). Assuming couplings of g, g′ ∼ 1, one finds that the Belle II NP mass scale
reach, MNP ∼ (2

√
2GFVcbCX )−1/2, is about 5–10 TeV/c2.
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The light lepton anomaly
• If one keeps mass terms aside, the SM does not distinguish between 

leptons of different flavour 


•  is expected to be 1 with corrections for 

phase space differences.


• LHCb finds evidence for lepton flavour universality violation.

R(K(*)) =
ℬ(B → K(*)μ+μ−)
ℬ(B → K(*)e+e−)

33
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 & early measurementsB → K*J/ψ(ℓ+ℓ−)
•  used as a 

control mode - also a background. 
Bremsstrahlung recovered in 
electron channels.


• Belle (II) has similar sensitivity both 
for electron and muon modes. Also 
seen in  at Belle.

B → K*J/ψ(ℓ+ℓ−)

B → Kℓℓ

34

Belle JHEP 2103, 105 (2021)  


Belle Phys. Rev. Lett. 126, 161801 (2021)
B → Kℓℓ
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Figure 1. Signal-enhanced Mbc (left), ∆E (middle), and O′ (right) projections of three-dimensional
unbinned extended maximum-likelihood fits to the data events that pass the selection criteria for
B+ → K+µ+µ− (top), and B+ → K+e+e− (bottom). Points with error bars are the data; blue solid
curves are the fitted results for the signal-plus-background hypothesis; red dashed curves denote
the signal component; cyan long dashed, green dash-dotted, and black dashed curves represent
continuum, BB̄ background, and B → charmless decays, respectively.

as calibration modes for the PDF shapes used as well as to calibrate the efficiency of

O > Omin requirement for possible difference between data and simulation. These are also

used to verify that there is no bias for some of the key observables. For example, we ob-

tain RK(J/ψ) = 0.994 ± 0.011 ± 0.010 and 0.993 ± 0.015 ± 0.010 for B+ → J/ψK+ and

B → J/ψK0
S
, respectively. Similarly, AI(B → J/ψK) is −0.002 ± 0.006 ± 0.014.
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Figure 1. Signal-enhanced Mbc (left), ∆E (middle), and O′ (right) projections of three-dimensional
unbinned extended maximum-likelihood fits to the data events that pass the selection criteria for
B+ → K+µ+µ− (top), and B+ → K+e+e− (bottom). Points with error bars are the data; blue solid
curves are the fitted results for the signal-plus-background hypothesis; red dashed curves denote
the signal component; cyan long dashed, green dash-dotted, and black dashed curves represent
continuum, BB̄ background, and B → charmless decays, respectively.

as calibration modes for the PDF shapes used as well as to calibrate the efficiency of

O > Omin requirement for possible difference between data and simulation. These are also

used to verify that there is no bias for some of the key observables. For example, we ob-

tain RK(J/ψ) = 0.994 ± 0.011 ± 0.010 and 0.993 ± 0.015 ± 0.010 for B+ → J/ψK+ and

B → J/ψK0
S
, respectively. Similarly, AI(B → J/ψK) is −0.002 ± 0.006 ± 0.014.

– 7 –

Elisa Manoni - INFN PG 03/17/2022

B→K∗!! branching fraction (II)

• Systematic uncertainties: dominant contributions from data/simulation mis-modelling  of particle 
identification and from B-counting (BF normalisation)

7

• B➝J/ψ(!!)K∗ used as control sample

• computation of fit parameters for signal PDF

• efficiency correction factor for residual data/MC disagreement a-er all selection cuts and data/MC corrections 
related to particle reconstruction performances are applied

● data
signal PDF

background PDF
total PDF

B➝J/ψ("")K∗ B➝J/ψ(ee)K∗ 

ΔE = E*B − s /2
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ΔE = E*B − s /2Mbc ≡ E2
beam − ⃗p *2

B , ΔE ≡ E*beam − E*B

Electron

B+ oK+κκ decays at Belle II 

22-Mar-2021 Moriond-QCD 2021  |   S. Sandilya 9

BF a 10-7

� These decays have raised a lot of interest in 
the study of  the LFU ratio.

� The rare decays B+oK+ыы�(ы�=e, ʅ ) are seen at 
Belle II with just 62.8 fb-1

� Signal yield : ͺǤ͸ିଷǤଽାସǤଷ േ ͲǤͶ (2.7V)

� B-decays with bosκκ�transitions: FCNCs, suppressed at tree level and sensitive to 
many SM extension.

Belle II Preliminary B → Kℓℓ

Muon 

Belle II Preliminary



Belle II 2022 Phillip URQUIJO

B → K*ℓ+ℓ−

35

• Signal extraction from 2D fit to Mbc and ΔE.


• Uncertainty in electron channel only 2.5 
times that of PDG average.


• Expected to be competitive with 1 ab-1.

Elisa Manoni - INFN PG 03/17/2022

B→K∗!! branching fraction (III)
• Signal yield extracted from 2D fit to Mbc and "E

• Branching fraction in entire q2 range excluding J/ψ and ψ(2S) resonances:

8

• Precision for electron and muon channels in 
the same ballpark

• Limited by sample size

• Electron channel “only” 2.5# worst wrt PDG, 
expected to became competitive with 1 ab-1

PDG averages
(1.06 ± 0.09) x 10-6

(1.19 ± 0.20) x 10-6

(1.05 ± 0.10) x 10-6

● data
signal PDF

background PDF
total PDF

B➝K∗!!  fit projections

• Will provide essential independent check of anomalies with few 1/ab
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• Will provide essential independent check of anomalies with few 1/ab• Belle II can  
a)  provide essential independent checks of 𝑅(𝐾*) anomalies with a few ab-1 data,  
b)  measure 𝑅(𝑋s) for inclusive 𝐵 decays , 
c)  provide independent measurements of absolute branching fractions for 𝑒 and 𝜇 modes .
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Where are we going?

36

4

TABLE I. The 18 hadronic final states used to reconstruct
Xs. The 8 final states enclosed in parentheses are not used
for the measurement of AFB.

B̄0 decays B− decays
(K0

S) K−

K−π+ (K0
Sπ

0) K−π0 K0
Sπ

−

K−π+π0 (K0
Sπ

−π+) K−π+π− K0
Sπ

−π0

K−π+π−π+ (K0
Sπ

−π+π0) K−π+π−π0 K0
Sπ

−π+π−

(K−π+π−π+π0)(K0
Sπ

−π+π−π+)(K−π+π−π+π−)(K0
Sπ

−π+π−π0)

We combine the Xs with two oppositely charged lep-
tons to form a B meson candidate. To identify the
signal, we use two kinematic variables defined in the
Υ(4S) rest frame: the beam-energy constrained mass
Mbc =

√

E∗2
beam − |!pB|2, and the energy difference ∆E =

EB − E∗
beam, where E∗

beam is the beam energy and
(!pB, EB) is the reconstructed momentum and energy of
the B candidate. We require Mbc > 5.22 GeV/c2 and
−100 MeV < ∆E < 50 MeV (−50 MeV < ∆E < 50
MeV) for the electron (muon) channel.
To reject large contamination from charmonium back-

grounds B → J/ψ(ψ(2S))Xs followed by J/ψ(ψ(2S)) →
#+#−, we reject events having dilepton invariant mass in
the following veto regions: −400 to 150 MeV/c2 (−250
to 100 MeV/c2) around the J/ψ mass and −250 to 100
MeV/c2 (−150 to 100 MeV/c2) around the ψ(2S) mass
for the electron (muon) channel. In the electron channel,
there is non-negligible peaking background from events
in which the bremsstrahlung photon recovery fails and in-
stead the radiated photon together with another random
photon forms a misreconstructed π0 as Xs’s daughter.
To veto such events, the π0’s photon daughter with the
highest energy is added in the calculation of the dilep-
ton invariant mass, and events with invariant mass from
150 MeV/c2 below to 50 MeV/c2 above the nominal J/ψ
mass are rejected for the modes involving π0. We also
require the dilepton mass to be greater than 0.2 GeV/c2

to remove the photon conversion and π0 Dalitz decays.

V. BACKGROUND SUPPRESSION

The main background comes from random combina-
tions of two semileptonic B orD decays, which have both
large missing energy due to neutrinos, and displaced ori-
gin of leptons from B orD mesons. The displacement be-
tween the two leptons is measured by the distance∆z!+!−

between the points of closest approach to the beam axis
along the beam direction. We also use the confidence
level of the B vertex (Cvtx), constructed from all charged
daughter particles except for K0

S daughters. We set re-
quirements on ∆z!+!− and Cvtx to preserve about 79% of
the signal while rejecting 66% of the background. Other
background originates from e+e− → qq̄ (q = u, d, s, c)
continuum events, which can be efficiently suppressed us-
ing event shape variables.
To suppress the continuum background and further

reduce the semileptonic background, we employ a neu-
ral network based on the software package “NeuroBayes”
[23]. The inputs to the network are (i) a likelihood ra-
tio based on ∆E, (ii) the cosine of the angle between
the B candidate and the beam axis in the Υ(4S) rest
frame, (iii) ∆z!+!− , (iv) Cvtx, (v) the total visible en-
ergy, (vi) the missing mass [24], and (vii) 17 event shape
variables based on modified Fox-Wolfram moments [25].
For the different types of backgrounds (semileptonic and
continuum), the neural network is trained separately and
requirements on two output values are chosen to maxi-
mize the statistical significance. This optimization is per-
formed separately for electron and muon channels and for
the regions MXs

< 1.1 GeV/c2 and MXs
> 1.1 GeV/c2,

and the obtained selection preserves 51% (63%) of the
signal while rejecting 98% (96%) of the background for
electron (muon) channels. According to the MC sim-
ulation, 83% of the remaining background consists of
semileptonic events.
The probability of multiple B candidates in a signal

event is 8% with the average number of B candidates
per signal event being 1.1. When multiple B candidates
are found in an event, we select the most signal-like B
candidate based on the neural network output. For the
measurement of AFB, information on the flavor of the
B candidate is necessary. For B̄0 mesons, only the self-
tagging modes with a K− are kept, after selecting one
B candidate per event. We also remove candidates with
Xs reconstructed from one kaon plus four pions because
expected signal yields are less than one event. Therefore,
we use 10 final states as listed in Table I for the Xs to
measure AFB.

VI. MAXIMUM LIKELIHOOD FIT

To examine the q2 dependence of AFB, we divide the
data into 4 bins of measured q2: [0.2, 4.3], [4.3, 7.3(8.1)],
[10.5(10.2), 11.8(12.5)], [14.3, 25.0] GeV2/c2 for the elec-
tron (muon) channel, where the gap regions correspond
to the veto regions for charmonium background events.
The bins are numbered in the order of increasing q2; the
lowest q2 for bin number 1, and the highest for bin num-
ber 4. In order to extract AFB, an extended unbinned
maximum likelihood fit to four Mbc distributions (posi-
tive/negative cos θ for electron/muon channel) is simul-
taneously performed for each q2 bin. We also measure
AFB in the low-q2 region, 1 < q2 < 6 GeV2/c2, where it
is theoretically clean.

The raw asymmetry Araw
FB = N(cos θ>0)−N(cos θ<0)

N(cos θ>0)+N(cos θ<0) ,
where N is the observed signal yields, differs from AFB

due to the dependence of the signal reconstruction effi-
ciency on q2 and cos θ. Figure 1 show the reconstruction
efficiencies on a plane of q2 and cos θ. This pronounced
dependence arises from events with low q2 and high cos θ
having lepton momenta below the event selection require-
ments. We define α as a scaling factor that relates Araw

FB
to AFB. We assume that AFB does not depend on the

Belle Σ Exclusive: Phys. Rev. D 93, 032008 (2016)

PTEP 2019, 123C01 E. Kou et al.

Table 64. The Belle II sensitivities for the inclusive B→ Xs!
+!− observables corresponding to an invariant

mass cut of MXs < 2.0 GeV. The given sensitivities are relative or absolute uncertainties depending on the
quantity under consideration.

Observables Belle Belle II Belle II
0.71 ab−1 5 ab−1 50 ab−1

Br(B→ Xs!
+!−) ([1.0, 3.5] GeV2) 29% 13% 6.6%

Br(B→ Xs!
+!−) ([3.5, 6.0] GeV2) 24% 11% 6.4%

Br(B→ Xs!
+!−) (>14.4 GeV2) 23% 10% 4.7%

ACP(B→ Xs!
+!−) ([1.0, 3.5] GeV2) 26% 9.7% 3.1%

ACP(B→ Xs!
+!−) ([3.5, 6.0] GeV2) 21% 7.9% 2.6%

ACP(B→ Xs!
+!−) (>14.4 GeV2) 21% 8.1% 2.6%

AFB(B→ Xs!
+!−) ([1.0, 3.5] GeV2) 26% 9.7% 3.1%

AFB(B→ Xs!
+!−) ([3.5, 6.0] GeV2) 21% 7.9% 2.6%

AFB(B→ Xs!
+!−) (>14.4 GeV2) 19% 7.3% 2.4%

"CP(AFB) ([1.0, 3.5] GeV2) 52% 19% 6.1%
"CP(AFB) ([3.5, 6.0] GeV2) 42% 16% 5.2%
"CP(AFB) (>14.4 GeV2) 38% 15% 4.8%

Fig. 93. Angular conventions used in the description of the B̄→ K̄∗ (→ K̄π) !+!− decay.

The adopted angular conventions are illustrated in Fig. 93 and follow Ref. [388] (see also Ref. [589]).
The angle θ! is the angle between the direction of the !− in the dilepton rest frame and the direction
of the dilepton in the B̄ rest frame. The angle θK is the angle between the direction of the kaon in the
K̄∗ rest frame and the direction of the K̄∗ in the B̄ rest frame. The angle φ is the angle between the
plane containing the dilepton pair and the plane containing the kaon and pion from the K̄∗.

The decay distribution for the CP-conjugate mode B → K∗(→ Kπ)!+!− is given by a formula
analogous to Eq. (254) with different angular functions, which we call Īj. Note that for this decay,
θ! is the angle between the direction of the !+ in the dilepton rest frame and the direction of the
dilepton in the B rest frame, while θK is the angle between the direction of the kaon in the K∗ rest
frame and the direction of the K∗ in the B rest frame. As a result, the functions Īj can be obtained by
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Inclusive projections

9 Radiative and Electroweak Penguin B Decays

Table 67: The Belle II sensitivities to B ! K(⇤)`+`� observables that allow to test lepton

flavour universality. Some numbers at Belle are extrapolated to 0.71 ab�1.

Observables Belle 0.71 ab�1 Belle II 5 ab�1 Belle II 50 ab�1

RK ([1.0, 6.0] GeV2) 28% 11% 3.6%

RK (> 14.4 GeV2) 30% 12% 3.6%

RK⇤ ([1.0, 6.0] GeV2) 26% 10% 3.2%

RK⇤ (> 14.4 GeV2) 24% 9.2% 2.8%

RXs
([1.0, 6.0] GeV2) 32% 12% 4.0%

RXs
(> 14.4 GeV2) 28% 11% 3.4%

QFL
([1.0, 2.5] GeV2) 0.38 0.12 0.050

QFL
([2.5, 4.0] GeV2) 0.34 0.12 0.044

QFL
([4.0, 6.0] GeV2) 0.28 0.092 0.036

QFL
(> 14.2 GeV2) 0.18 0.054 0.018

Q1 ([1.0, 2.5] GeV2) 1.2 0.48 0.15

Q1 ([2.5, 4.0] GeV2) 1.0 0.42 0.14

Q1 ([4.0, 6.0] GeV2) 0.86 0.34 0.11

Q1 (> 14.2 GeV2) 0.66 0.24 0.080

Q2 ([1.0, 2.5] GeV2) 0.64 0.24 0.080

Q2 ([2.5, 4.0] GeV2) 0.60 0.22 0.072

Q2 ([4.0, 6.0] GeV2) 0.48 0.18 0.058

Q2 (> 14.2 GeV2) 0.17 0.068 0.022

Q3 ([1.0, 2.5] GeV2) 0.64 0.24 0.080

Q3 ([2.5, 4.0] GeV2) 0.60 0.22 0.072

Q3 ([4.0, 6.0] GeV2) 0.48 0.18 0.058

Q3 (> 14.2 GeV2) 0.36 0.14 0.044

Q4 ([1.0, 2.5] GeV2) 1.0 0.36 0.11

Q4 ([2.5, 4.0] GeV2) 0.90 0.30 0.10

Q4 ([4.0, 6.0] GeV2) 0.68 0.24 0.080

Q4 (> 14.2 GeV2) 0.52 0.20 0.064

Q5 ([1.0, 2.5] GeV2) 0.94 0.34 0.11

Q5 ([2.5, 4.0] GeV2) 0.84 0.30 0.10

Q5 ([4.0, 6.0] GeV2) 0.68 0.24 0.080

Q5 (> 14.2 GeV2) 0.46 0.18 0.054

Q6 ([1.0, 2.5] GeV2) 1.0 0.34 0.11

Q6 ([2.5, 4.0] GeV2) 0.90 0.30 0.10

Q6 ([4.0, 6.0] GeV2) 0.72 024 0.080

Q6 (> 14.2 GeV2) 0.54 0.20 0.064

Q8 ([1.0, 2.5] GeV2) 1.0 0.38 0.12

Q8 ([2.5, 4.0] GeV2) 0.94 0.34 0.11

Q8 ([4.0, 6.0] GeV2) 0.76 0.28 0.090

Q8 (> 14.2 GeV2) 0.54 0.20 0.064

245/688

Exclusive projections PTEP 2019 (2019) 12, 123C01 (Belle II Physics Book)

• Need to wait till 2026 to have 5 ab-1 of data that 
would allow us to probe LFU to 𝒪(10%).


• … But we will have many channels to probe.
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B → Kνν̄
• This suppressed FCNC decay offers a complementary probe of NP 

scenarios proposed to explain flavour anomalies.


• Novel inclusive approach on 63 fb-1 of Belle II data


• Use ML approach (2 BDTs in cascade) based on kinematics, event 
shape and vertex variables to suppress background 


• Signal efficiency ~4.3% - very sensitive!

37

Belle II Phys.Rev.Lett. 127 
(2021) 18, 181802 

FPCP2021 Shun Watanuki 242021/6/7

Ø A search of !" → $"%%̅ is also very interesting 
topic for the complementary probe of NP.
' (" → )"*+* ,- = /. 1 ± 3. 4 ×6371

Ø Current the U.L. of exclusive mode is 
' (" → 8"9:9 ;<= < 6. 1×6374
set by BaBar with hadronic tag
– PhysRevD.87.112005

Ø Belle also performed the search both with 
semi-leptonic and hadronic tag and set the 
most stringent U.L. on other modes.
– PhysRevD.96.091101

+? @̅

A A

%

%̅

+? @̅
A A

%%̅
The SLQ (PRD98,055003) predicts 
' ( → 8BC ∼ E 637F against GH:H

B+ oK+ɋɋ decays at Belle II 

22-Mar-2021 Moriond-QCD 2021  |   S. Sandilya 11

� Measured signal strenth Ɋ ൌ ૝Ǥ ૛ି૛Ǥૢ ି૚Ǥ૟
ା૛Ǥૢ ା૚Ǥૡ ൌ ͶǤʹିଷǤଶାଷǤସ.

� Consistent with the bkg-only (SM) hypothesis at CL 1.3 V (1 V)
� Observed (expected) UL @90% CL 4.1 u 10-5 (2.6 u 10-5)
� ࣜ[B o K+QQ] = ૚Ǥ ૢି૚Ǥ૜ ି૙Ǥૠ

ା૚Ǥ૜ ା૙Ǥૡ ൈ ૚૙ି૞

Data and post-fit predictions in the signal 
and control region bins

Sensitivity with just 63 fb-1 data is 
already close to previous searches 
with significantly large data-set.

Elisa Manoni - INFN PG 03/17/202213

• Extract signal from simultaneous maximum 
likelihood fit to on-resonance + off- resonance 
data in bins of pT(K+) and second BDT

• Results:

• signal strength:

• Upper Limit @ 90% CL:

• corresponding BF:

•Signal strength consistent with SM exp (!=1) at  1 
" and  with background-only hypothesis at 1.3  "

•Leading systematics: background normalisation 
uncertainty, room for improvement

Phys.Rev.Lett. 127 (2021) 18, 181802

• Comparing theory and experiments: 
• Inclusive method offers 20%—350% 

sensitivity improvement over previous 
approaches

μ = 4.2+2.9
−2.8±+1.8

−1.6

ℬ(B → Kνν̄) < 4.1 × 10−5

ℬ(B → Kνν̄) = (1.9+1.6
−1.5) × 10−5

B+→K+'' search (II)



Beyond Belle II

Why, Future Landscape, Upgrade 
program
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What can we learn with A LOT more data?
• New observables and channels opened up with larger data sets. e.g.


• Helicity or Cabibbo suppressed: B→π τ ν, µ ν


• CPV in b→s EW and radiative transitions: B→KS π0 {γ, l+l-}


• Forbidden processes


• Feeble (dark sector) interactions in missing energy decays 


• Lepton flavour violation


• Classes of channels with very low measurement systematic uncertainties


• LFUV, Tree level hadronic decays (Φ3)


• Better precision = sensitivity to larger energy scale or smaller couplings


• Advances in LQCD will evolve simultaneously

39
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Belle II Projections & LHCb Comparison

40

Belle II 

Higher sensitivity to decays with 
photons and neutrinos (e.g. 
B→Kνν, µν), inclusive decays, 
time dependent CPV in Bd, τ 
physics.


LHCb

Higher production rates for ultra 
rare B, D, & K decays, access to all 
b-hadron flavours (e.g. Λb), high 
boost for fast Bs oscillations.


Overlap in various key areas to 
verify discoveries.


Upgrades 

Most key channels will be stats. 
limited (not theory or syst.).

May 5, 2022

1 Introduction

Observable 2022
Belle(II),
BaBar

2022
LHCb

Belle-II
5 ab�1

Belle-II
50 ab�1

LHCb
50 fb�1

Belle-II
250 ab�1

LHCb
300 fb�1

sin 2�/�1 0.03 0.04 0.012 0.005 0.011 0.002 0.003
�/�3 11� 4� 4.7� 1.5� 1� 0.8� 0.35�

↵/�2 4� � 2� 0.6� � 0.3� �
|Vub|/|Vcb| 4.5% 6% 2% 1% 2% < 1% 1%
SCP (B ! ⌘0K0

S) 0.08 � 0.03 0.015 � 0.007 �
ACP (B ! ⇡0K0

S) 0.15 � 0.07 0.04 � 0.018 �
SCP (B ! K⇤0�) 0.32 � 0.11 0.035 � 0.015 �
R(B ! K⇤`+`�)† 0.26 0.12 0.09 0.03 0.022 0.01 0.009
R(B ! D⇤⌧⌫) 0.018 0.026 0.009 0.0045 0.0072 <0.003 <0.003
R(B ! D⌧⌫) 0.034 � 0.016 0.008 � <0.003 �
B(B ! ⌧⌫) 24% � 9% 4% � 2% �
B(B ! K⇤⌫⌫̄) � � 25% 9% � 4% �
B(⌧ ! e�) UL 42⇥ 10�9 � 22⇥ 10�9 6.9⇥ 10�9 � 3.1⇥ 10�9 �
B(⌧ ! µµµ) UL 21⇥ 10�9 46⇥ 10�9 3.6⇥ 10�9 0.36⇥ 10�9 1.1⇥ 10�9 0.07⇥ 10�9 5⇥ 10�9

Table 1: Projected precision of selected flavour physics measurements at Belle II and LHCb.(The † symbol denotes
the measurement in the 1 < q2 < 6 GeV/c2 bin.)

Observable 2022 Belle(II),
BaBar

Belle-II 5 ab�1 Belle-II 50 ab�1 Belle-II 250 ab�1

sin 2�/�1 0.03 0.012 0.005 0.002
�/�3 (Belle+BelleII) 11� 4.7� 1.5� 0.8�

↵/�2 (WA) 4� 2� 0.6� 0.3�

|Vub| (Exclusive) 4.5% 2% 1% < 1%
SCP (B ! ⌘0K0

S) 0.08 0.03 0.015 0.007
ACP (B ! ⇡0K0

S) 0.15 0.07 0.025 0.018
SCP (B ! K⇤0�) 0.32 0.11 0.035 0.015
R(B ! K⇤`+`�)† 0.26 0.09 0.03 0.01
R(B ! D⇤⌧⌫) 0.018 0.009 0.0045 <0.003
R(B ! D⌧⌫) 0.034 0.016 0.008 <0.003
B(B ! ⌧⌫) 24% 9% 4% 2%
B(B ! K⇤⌫⌫̄) � 25% 9% 4%
B(⌧ ! µ�) UL 42⇥ 10�9 22⇥ 10�9 6.9⇥ 10�9 3.1⇥ 10�9

B(⌧ ! µµµ) UL 21⇥ 10�9 3.6⇥ 10�9 0.36⇥ 10�9 0.073⇥ 10�9

Table 2: Projected precision (total uncertainties, or 90% CL upper limits) of selected flavour physics measurements
at Belle II.(The † symbol denotes the measurement in the momentum transfer squared bin 1 < q2 < 6 GeV/c2.)

1
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Leptonic   B → τν, μν

41
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Belle II, B→D* l ν, arXiv: 2008.10299 
BDT ECL neutral energy classifier (left before, right after)

Belle, PRD 92, 051102 (2015) SL tagged B→ τ ν 

Belle, Phys. Rev. Lett. 121, 031801 (2018) untagged B→ µ ν

6

(a) (a)

(b) (b)

(c) (c)

(d) (d)

(e) (e)

FIG. 2. Distributions for (a) ⌧+ ! µ+⌫̄⌧⌫µ, (b) ⌧
+ ! e+⌫̄⌧⌫e,

(c) ⌧+ ! ⇡+⌫̄⌧ , (d) ⌧+ ! ⇢+⌫̄⌧ , and (e) the sum of them.
The left and right columns show the distributions of EECL

and p⇤sig projected in the region EECL < 0.2 GeV, respec-
tively. The markers show the data distribution, the solid line
the total fitted distribution, and the dashed line the signal
component. The orange (red) filled distribution represents
the BB̄ (continuum) background.

originates from the error on the slope; the signal recon-
struction e�ciency; the branching fractions of the dom-
inant background decays peaking in the EECL signal re-
gion, e.g., B+ ! D̄0`+⌫` followed by D0 ! KLKL or
D0 ! KLKLKL; the correction of the tagging e�ciency,
obtained from the double-tagged samples and assumed to
be 100% correlated among the four ⌧ decay modes; and
the branching fractions of the ⌧ lepton. For branching
fractions of D mesons with multiple KL mesons in the

TABLE II. Signal yields and branching fractions, obtained
from fits for the ⌧ decay modes separately and combined.
Errors are statistical only.

Decay mode Nsig B(10�4)

⌧+ ! µ+⌫̄⌧⌫µ 13±21 0.34±0.55
⌧+ ! e+⌫̄⌧⌫e 47±25 0.90±0.47
⌧+ ! ⇡+⌫̄⌧ 57±21 1.82±0.68
⌧+ ! ⇢+⌫̄⌧ 119±33 2.16±0.60
Combined 222±50 1.25±0.28

TABLE III. List of systematic uncertainties.

Source Relative uncertainty (%)

Continuum description 14.1
Signal reconstruction e�ciency 0.6
Background branching fractions 3.1
E�ciency calibration 12.6
⌧ decay branching fractions 0.2
Histogram PDF shapes 8.5
Best candidate selection 0.4
Charged track reconstruction 0.4
⇡0 reconstruction 1.1
Particle identification 0.5
Charged track veto 1.9
Number of BB̄ pairs 1.4
Total 21.2

final state, we use the values for corresponding decays
with KS and take 50% of the value as the uncertainty.
To estimate the e↵ect of the uncertainty on the shape

of the histogram PDFs due to the statistical uncertainty
in the MC, the content of each bin is varied following a
Poisson distribution with the initial value as the mean.
This is repeated 1000 times and the standard deviation
of the distribution of branching fractions is taken as sys-
tematic uncertainty. For the systematic uncertainty re-
lated to the best-candidate selection, we repeat the fit
without applying this selection. The result is divided
by the average multiplicity of 1.07 and compared to the
nominal fit result. The uncertainties on the e�ciency
of the reconstruction of charged tracks and neutral pi-
ons and on the e�ciency of the particle identification
have been estimated using high-statistics control sam-
ples. The charged-track veto is tested using the D0⇡+

double-tagged sample by comparing the number of addi-
tional charged tracks in MC and data events. We find
that it agrees well and so take the relative statistical un-
certainty on the control sample as the systematic un-
certainty. We also test an alternative description of the
continuum background in EECL by using a polynomial of
second order but the deviation is well covered by the re-
lated systematic uncertainty so we do not include it sep-
arately. The quadratic sum of all contributions is 21.2%.
We find evidence for B+ ! ⌧+⌫⌧ decays with a signifi-

cance of 3.8�, by convolving the likelihood profile with a
Gaussian whose width is equal to the systematic uncer-

6

scribed in Ref. [31], taking into account the uncertainty
arising from the finite number of events in the tem-
plate MC histograms. The fit region covers muon mo-
menta from 2.2 to 4GeV/c with 50MeV/c bins and the
full range of the onn variable from �1 to 1 with 0.04
bins. The region at high muon momentum p⇤µ and high
onn is sparsely populated; to avoid bins with zero or a
few events, which are undesirable for the fit method em-
ployed, we increased the bin size in this region. The fine
binning in the signal region is preserved. After the re-
binning, the p⇤µ-onn histogram is reduced from 1800 to
1226 bins. The fit method tends to scale low-populated
templates to improve the fit to data; because of this,
background components with the predicted fraction of
under 1% of the total number of events are fixed in the
fit to the MC prediction. The fitted-yield components
are the signal, B̄ ! ⇡`�⌫̄`, B̄ ! ⇢`�⌫̄`, the rest of
the charmless semileptonic decays, BB̄, cc̄, uds, ⌧+⌧�,
and e+e�µ+µ�. The fixed-yield components are µ+µ�,
e+e�e+e�, e+e�uū, e+e�ss̄, and e+e�cc̄.

To obtain the signal branching fraction, we fit the ratio
R = NB!µ⌫̄µ/NB!⇡µ⌫̄µ . This ratio also helps to reliably
estimate the fit uncertainty. The result of the fit is R =
(1.66± 0.57)⇥ 10�2, which is equivalent to a signal yield
of NB!µ⌫̄µ = 195 ± 67 and the branching fraction ratio
of B(B� ! µ�⌫̄µ)/B(B̄ ! ⇡`�⌫̄`) = (4.45 ± 1.53stat) ⇥
10�3. This result can be compared to the MC predic-
tion of this ratio RMC = 114.6/11746 = 0.976 ⇥ 10�2,
obtained assuming B(B ! µ⌫̄µ) = 3.80 ⇥ 10�7 and
B(B̄ ! ⇡`�⌫̄`) = 1.45 ⇥ 10�4 (the PDG average [3]).
The fitted value of R results in the branching fraction
B(B ! µ⌫̄µ) = (6.46 ± 2.22) ⇥ 10�7, where the quoted
uncertainty is statistical only. The statistical significance
of the signal is 3.4�, determined from the likelihood ra-
tio of the fits with a free signal component and with the
signal component fixed to zero. The fit result of the
reference process B̄ ! ⇡`�⌫̄` agrees with the MC pre-
diction to better than 10%. The projections of the fit-
ted distribution in the signal-enhanced regions are shown
in Fig. 2. The fit qualities of the displayed projections
are �2/ndf = 27.6/16 (top panel) and �2/ndf = 29.1/25
(bottom panel), taking into account only data uncertain-
ties.

The double ratioR/RMC benefits from substantial can-
cellation of the systematic uncertainties from muon iden-
tification, lepton and neutral-kaon vetos and the compan-
ion B-meson decay mis-modelling, as well as partially
cancelling trigger uncertainties and possible di↵erences
in the distribution of the onn variable.

In the signal region, the main background contribution
comes from charmless semileptonic decays; in particu-
lar, the main components B̄ ! ⇡`�⌫̄` and B̄ ! ⇢`�⌫̄`,
which peak at high onn values, are carefully studied.
With soft and undetected hadronic recoil, these decays
are kinematically indistinguishable from the signal in an
untagged analysis. For the B̄ ! ⇡`�⌫̄` component,
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FIG. 2: Projections of the fitted distribution to data onto

the histogram axes in the signal-enhanced regions 0.84 < onn
(top plot) and 2.6GeV/c < p⇤µ < 2.85GeV/c (bottom plot).

we vary the form-factor shape within uncertainties ob-
tained with the new lattice QCD result [5] and the pro-
cedure described in Ref. [4], which was used to estimate
the value of |Vub|. Since the form-factor is tightly con-
strained, the contribution to the systematic uncertainty
from the B̄ ! ⇡`�⌫̄` background is estimated to be only
0.9%. For the B̄ ! ⇢`�⌫̄` component, the form-factors
at high q2 or high muon momentum have much larger
uncertainties and several available calculations are em-
ployed [24, 25, 32], resulting in a systematic uncertainty
of 12%.
The rare hadronic decay B� ! K0

L⇡
�, where K0

L is
not detected and the high momentum ⇡ is misidentified
as a muon, is also indistinguishable from the signal decay
and has a similar onn shape. This contribution is fixed
in the fit and the signal yield di↵erence, with and with-
out the B� ! K0

L⇡
� component, of 5.5% is taken as a

systematic uncertainty since GEANT3 poorly models K0
L

interactions with materials.
The not-yet-discovered process B� ! µ�⌫̄µ� with a

soft photon can mimic the signal decay. To estimate
the uncertainty from this hypothetical background, we
perform the fit with this contribution fixed to half of
the best upper limit B(B� ! µ�⌫̄µ�) < 3.4 ⇥ 10�6 at
90% C.L. by Belle [33] and take the di↵erence of 6% as
the systematic uncertainty.
Previous studies [13, 14] did not characterize these

backgrounds in a detailed manner, which could have led
to a substantial underestimation of the systematic uncer-
tainties.

• Leptonic decays will soon reach <10% precision on |Vub|.
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scribed in Ref. [31], taking into account the uncertainty
arising from the finite number of events in the tem-
plate MC histograms. The fit region covers muon mo-
menta from 2.2 to 4GeV/c with 50MeV/c bins and the
full range of the onn variable from �1 to 1 with 0.04
bins. The region at high muon momentum p⇤µ and high
onn is sparsely populated; to avoid bins with zero or a
few events, which are undesirable for the fit method em-
ployed, we increased the bin size in this region. The fine
binning in the signal region is preserved. After the re-
binning, the p⇤µ-onn histogram is reduced from 1800 to
1226 bins. The fit method tends to scale low-populated
templates to improve the fit to data; because of this,
background components with the predicted fraction of
under 1% of the total number of events are fixed in the
fit to the MC prediction. The fitted-yield components
are the signal, B̄ ! ⇡`�⌫̄`, B̄ ! ⇢`�⌫̄`, the rest of
the charmless semileptonic decays, BB̄, cc̄, uds, ⌧+⌧�,
and e+e�µ+µ�. The fixed-yield components are µ+µ�,
e+e�e+e�, e+e�uū, e+e�ss̄, and e+e�cc̄.

To obtain the signal branching fraction, we fit the ratio
R = NB!µ⌫̄µ/NB!⇡µ⌫̄µ . This ratio also helps to reliably
estimate the fit uncertainty. The result of the fit is R =
(1.66± 0.57)⇥ 10�2, which is equivalent to a signal yield
of NB!µ⌫̄µ = 195 ± 67 and the branching fraction ratio
of B(B� ! µ�⌫̄µ)/B(B̄ ! ⇡`�⌫̄`) = (4.45 ± 1.53stat) ⇥
10�3. This result can be compared to the MC predic-
tion of this ratio RMC = 114.6/11746 = 0.976 ⇥ 10�2,
obtained assuming B(B ! µ⌫̄µ) = 3.80 ⇥ 10�7 and
B(B̄ ! ⇡`�⌫̄`) = 1.45 ⇥ 10�4 (the PDG average [3]).
The fitted value of R results in the branching fraction
B(B ! µ⌫̄µ) = (6.46 ± 2.22) ⇥ 10�7, where the quoted
uncertainty is statistical only. The statistical significance
of the signal is 3.4�, determined from the likelihood ra-
tio of the fits with a free signal component and with the
signal component fixed to zero. The fit result of the
reference process B̄ ! ⇡`�⌫̄` agrees with the MC pre-
diction to better than 10%. The projections of the fit-
ted distribution in the signal-enhanced regions are shown
in Fig. 2. The fit qualities of the displayed projections
are �2/ndf = 27.6/16 (top panel) and �2/ndf = 29.1/25
(bottom panel), taking into account only data uncertain-
ties.

The double ratioR/RMC benefits from substantial can-
cellation of the systematic uncertainties from muon iden-
tification, lepton and neutral-kaon vetos and the compan-
ion B-meson decay mis-modelling, as well as partially
cancelling trigger uncertainties and possible di↵erences
in the distribution of the onn variable.

In the signal region, the main background contribution
comes from charmless semileptonic decays; in particu-
lar, the main components B̄ ! ⇡`�⌫̄` and B̄ ! ⇢`�⌫̄`,
which peak at high onn values, are carefully studied.
With soft and undetected hadronic recoil, these decays
are kinematically indistinguishable from the signal in an
untagged analysis. For the B̄ ! ⇡`�⌫̄` component,

)c (GeV/*µp
2.4 2.5 2.6 2.7 2.8 2.9 3 3.1

))c
En

tri
es

/(5
0 

(M
eV

/

0

200

400

600

800 Data
νµ→B
νlπ→B
νlρ→B

BB
+QEDqq

 10× νµ→B

nno0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

En
tri

es
/0

.0
4

0

50

100

150

200

FIG. 2: Projections of the fitted distribution to data onto

the histogram axes in the signal-enhanced regions 0.84 < onn
(top plot) and 2.6GeV/c < p⇤µ < 2.85GeV/c (bottom plot).

we vary the form-factor shape within uncertainties ob-
tained with the new lattice QCD result [5] and the pro-
cedure described in Ref. [4], which was used to estimate
the value of |Vub|. Since the form-factor is tightly con-
strained, the contribution to the systematic uncertainty
from the B̄ ! ⇡`�⌫̄` background is estimated to be only
0.9%. For the B̄ ! ⇢`�⌫̄` component, the form-factors
at high q2 or high muon momentum have much larger
uncertainties and several available calculations are em-
ployed [24, 25, 32], resulting in a systematic uncertainty
of 12%.
The rare hadronic decay B� ! K0

L⇡
�, where K0

L is
not detected and the high momentum ⇡ is misidentified
as a muon, is also indistinguishable from the signal decay
and has a similar onn shape. This contribution is fixed
in the fit and the signal yield di↵erence, with and with-
out the B� ! K0

L⇡
� component, of 5.5% is taken as a

systematic uncertainty since GEANT3 poorly models K0
L

interactions with materials.
The not-yet-discovered process B� ! µ�⌫̄µ� with a

soft photon can mimic the signal decay. To estimate
the uncertainty from this hypothetical background, we
perform the fit with this contribution fixed to half of
the best upper limit B(B� ! µ�⌫̄µ�) < 3.4 ⇥ 10�6 at
90% C.L. by Belle [33] and take the di↵erence of 6% as
the systematic uncertainty.
Previous studies [13, 14] did not characterize these

backgrounds in a detailed manner, which could have led
to a substantial underestimation of the systematic uncer-
tainties.

µ, e, π channels

• fB is known very well - precise extraction of Vub.
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B→ K/K*/π/ρ … + invisible or long-lived

42

Light Dark Matter searches at (Super) B-Factories (Torben Ferber) 35

B→Kh’ decays 4

The current upper bound on invisible Higgs decays,
B(h ! inv) < 0.22 [43] excludes mixing angles larger
than ✓ ⇡ 0.015 at 95% CL. Projections for the HL-
LHC predict an extended reach to ✓ ⇡ 0.005.

Scalar mixing also causes a universal reduction of
all Higgs couplings to visible particles by c✓. This
suppresses the Higgs signal strength defined by

µ =
�h ⇥ B(h ! vis)

�h ⇥ B(h ! vis)SM
= c

2
✓

c
2
✓�

h
SM

c
2
✓�

h
SM + s

2
✓�

h
��̄

, (11)

where �h is the Higgs production rate and B(h ! vis)
the branching ratio to visible final states. Current
global analyses constrain universal modifications of
the Higgs couplings, but without allowing for invisible
decays. For the HL-LHC, such an analysis has been
performed assuming Run-2 systematics [47]. The ex-
pected reach for dark scalars depends on the invisible
decay rate �h

��̄. For y� = 1 we expect that mixing
angles down to ✓ ⇡ 0.008 will be probed. The sensi-
tivity is comparable with the current BaBar bounds
from B ! K /E, but less than predicted at Belle II.

IV. DISPLACED VERTEX SIGNATURES

If invisible decays are kinematically forbidden or ab-
sent, dark scalars leave signatures with visible de-
cay products. Due to the flavor-hierarchical cou-
plings, scalar decays to light leptons or mesons are
suppressed, while scalar production through the top-
quark coupling is sizeable even for small mixing ✓.
The scalar has a nominal lifetime of roughly c⌧S =
c/�S ⇡ s

�2
✓ nm and becomes long-lived at detector

scales for ✓ . 10�2. This leads to signatures with
displaced vertices, which are perfect targets for fla-
vor or beam dump experiments.

At e+e� colliders, light scalars can be abundantly
produced from BB̄ pairs at the ⌥(4S) resonance with
subsequent B ! KS decays. Direct production via
e
+
e
�
! S is strongly suppressed by the tiny electron

coupling. Alternative searches for radiative Upsilon
decays ⌥(n) ! S� through the b-quark coupling at
BaBar exclude strong mixing ✓ & 0.1 [48–50].

Measurements of B ! K
(⇤)

µµ̄ decays by BaBar,
Belle and LHCb exclude scalar mixing down to
✓ ⇡ 10�3 [17]. The event selection is typically re-
stricted to prompt decays. LHCb has performed
dedicated searches for displaced muons from long-
lived scalars [51, 52]. By reinterpreting the search
for B+

! K
+
S(! µµ̄) [52] we exclude scalar mixing

down to ✓ ⇡ 10�4, shown in blue in Fig. 2. Ve-
toed regions around the resonances K

0
S ,  (2S) and

 (3770) are partially excluded by a similar search for
B

0
! K

⇤
S(! µµ̄) decays [51].

FIG. 2: Searches for dark scalars with displaced vertices
at flavor experiments. Shown are 95% CL bounds from
B+ ! K+S(! µµ̄) searches at LHCb [52] (blue) and 90%
CL bounds on B(B ! XsS)B(S ! f) with f = µ+µ�

(yellow) and ⇡+⇡� (orange) from an inclusive search by
BaBar [53]. Regions with 3 or more signal events at
Belle II with 50/ab are shown for B ! KS(! f) with
f = ⇡+⇡� +K+K�, µ+µ� and ⌧+⌧� (green). For com-
parison, we show projections for B ! Kµµ̄ for the high-
luminosity phase of LHCb (blue curve).

To date, the only search for long-lived scalars at
e
+
e
� colliders is an inclusive search for displaced ver-

tices of charged leptons, pions or kaons by BaBar [53].
From this analysis BaBar has derived upper bounds
on the branching ratio B(B ! XsS)B(S ! f) for
di↵erent final states f . In Fig. 2 we show our rein-
terpretation of these bounds for f = µ

+
µ
� (yellow)

and f = ⇡
+
⇡
� (orange). The sensitivity is limited

by hadronic backgrounds from K
0
S , ⇤, K

± and ⇡
±

decays and by the available data set, so that only a
few small parameter regions can be excluded.

The fact that BaBar probes very small mixing
without optimizing their analysis for dark scalars sug-
gests that Belle II can reach a better sensitivity with
a dedicated search. We suggest to search for dis-
placed vertices from exclusive B ! KS(! f) decays
at Belle II, where K stands for either K0, K+, or K⇤

excitations. Promising final states are f = µ
+
µ
� and

⇡
+
⇡
�, K+

K
� for scalar masses mS . 2GeV, as well

as ⌧�⌧+, D+
D

� or 4⇡ for heavier scalars.
Let us first focus on displaced muon pairs, which

probe a large range of scalar masses 2mµ < mS <

mB � mK . The signal is defined by a displaced
muon vertex and a kaon, which together reconstruct

A. Filimonova, R. Schäfer, S. Westho!, Phys. Rev. D 101, 095006 (2020)

• h’ is long-lived 

• LHCb and Belle II complementary due to 
very di!erent B momenta 

• BaBar search is inclusive and recast is 
not competitive 

• Reach towards even smaller θ by 
searching for B→K+invisible 

• Recasting B→Kνν SM limits untrivial (3-
body vs 2-body final state)

Belle II collaboration, “Search for B+→K+νν decays using 
an inclusive tagging method at Belle II” (arXiv:2104.1262)

• B→K(*)νν studies: We may have significant 
signal of SM with 2-5 ab-1. 


• B→X + ALPs, Dark Photons, Higgs like 
scalars.  B→ X + (invisible, γγ, l+l-, h+h- etc.).

PTEP 2019, 123C01 E. Kou et al.

Fig. 97. Constraint on new physics contributions to the Wilson coefficients CNP
L and CR normalized to the SM

value of CL, assuming them to be real and independent of the neutrino flavor. The dashed (dotted) lines show
90% CL excluded regions from upper limits on Br(B→ K (∗)νν̄) at Belle and Babar; the green (purple) band
represents the 68% CL allowed region from expected measurements of Br(B→ K (∗)νν̄) at Belle II; and the
orange band gives the 68% CL allowed region from expected measurements of FL(K∗) and the branching ratio
in B→ K∗νν̄ at Belle II.

Table 69. Sensitivities to the modes involving neutrinos in the final states. We assume that 5 ab−1 of data will
be taken on the Υ (5S) resonance at Belle II. Some numbers at Belle are extrapolated to 0.71 ab−1 (0.12 ab−1)
for the Bu,d (Bs) decay.

Observables Belle 0.71 ab−1 Belle II Belle II
(0.12 ab−1) 5 ab−1 50 ab−1

Br(B+→ K+νν̄) < 450% 30% 11%
Br(B0 → K∗0νν̄) < 180% 26% 9.6%
Br(B+→ K∗+νν̄) < 420% 25% 9.3%
FL(B0 → K∗0νν̄) — — 0.079
FL(B+→ K∗+νν̄) — — 0.077
Br(B0 → νν̄)× 106 < 14 < 5.0 < 1.5

Br(Bs → νν̄)× 105 < 9.7 < 1.1 —

9.5.3. Experimental search for Bq → νν̄ or invisible final states
Contributing author: A. Ishikawa
The Bd → νν̄ decay and Bd meson decays to invisible final states were searched for by BaBar with
semi-leptonic tagging [628] and by Belle using hadronic tagging [629]. The resulting 90% CL upper
limits on the branching ratios are 1.7 · 10−5 and 1.3 · 10−4, respectively. The Bs → νν̄ decay has
not yet been searched for. These decays are helicity suppressed by the neutrino mass, so that the SM
expectation is exactly zero (see Ref. [630] for predictions taking into account the neutrino masses).

Since there are no charged tracks or photons in the final states, only the tag-side B mesons can
be used for the searches. The Belle analysis used an old hadronic tagging without a hierarchical
reconstruction method [631], which can increase the tagging efficiency by a factor of two. Another
factor of two improvement can be obtained by introducing the FEI. Requirements on event shape
variables using multivariate techniques to suppress continuum and τ+τ− backgrounds are promising
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Since there are no charged tracks or photons in the final states, only the tag-side B mesons can
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reconstruction method [631], which can increase the tagging efficiency by a factor of two. Another
factor of two improvement can be obtained by introducing the FEI. Requirements on event shape
variables using multivariate techniques to suppress continuum and τ+τ− backgrounds are promising

237/654

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2019/12/123C

01/5685006 by guest on 29 June 2021

Long lived - Higgs-like scalar

A. Filimonova, et al. PRD 

101, 095006 (2020)

PTEP 2019 (2019) 12, 123C01

ALPs, Izaguirre et al. 
Phys.Rev.Lett. 118 (2017) 11, 

111802
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9.5.3. Experimental search for Bq → νν̄ or invisible final states
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The Bd → νν̄ decay and Bd meson decays to invisible final states were searched for by BaBar with
semi-leptonic tagging [628] and by Belle using hadronic tagging [629]. The resulting 90% CL upper
limits on the branching ratios are 1.7 · 10−5 and 1.3 · 10−4, respectively. The Bs → νν̄ decay has
not yet been searched for. These decays are helicity suppressed by the neutrino mass, so that the SM
expectation is exactly zero (see Ref. [630] for predictions taking into account the neutrino masses).

Since there are no charged tracks or photons in the final states, only the tag-side B mesons can
be used for the searches. The Belle analysis used an old hadronic tagging without a hierarchical
reconstruction method [631], which can increase the tagging efficiency by a factor of two. Another
factor of two improvement can be obtained by introducing the FEI. Requirements on event shape
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ALPs in meson decays

� Flavor Changing Neutral Current processes are a perfect 
testbed to search for low mass ALP emitted by a W± ( exploit 
b ? s transitions)

●  B? K  isγγ  extremely rare in the SM and hence uniquely 
sensitive to very small ALP-W coupling g

aW  
●  ~ 1/mτ a

3g2a  γγ: displaced vertex, long-lived particle constraints

E. Izaguirre, T. Lin, B. 
Shuve, PRL 118 (2017)

● ALPs are pseudo-scalars mainly coupling to pairs of gauge bosons, with non-renormalizable coupling constant 
 [gaV ] ~ 1/M

● Most of ALPs searches target gluons or photons coupling at E ~ MeV-GeV 
● W± coupling is usually suppressed at low energy for E<< MW

Search for the process  B± � K±a, a � !!  by looking at narrow peaks in the diphoton 
invariant mass spectrum  - signature searched for the (rst time!



;PWZ\�\MZU�T]UQVW[Q\a�XZWRMK\QWV[
� *I[M�[KMVIZQW"�KWV[MZ^I\Q^M�
M`\ZIXWTI\QWV�WN�;3*�XIZIUM\MZ[�NZWU�
�����

� <IZOM\�[KMVIZQW"�M`\ZIXWTI\QWV�QVKT]LQVO�
XW[[QJTM�QUXZW^MUMV\�L]ZQVO�4;�

� 4;��[\IZ\[�QV�[]UUMZ������NWZ����
UWV\P[�\W�ZMXTIKM�>@,��<PMZM�_QTT�JM�
W\PMZ�UIQV\MVIVKM�QUXZW^MUMV\�_WZS�
WV�UIKPQVM�IVL�LM\MK\WZ�

� ?M�ZM[]UM�UIKPQVM�WXMZI\QWV�NZWU�NITT�
�����

� )V�1V\MZVI\QWVIT�<I[SNWZKM��IQUQVO�\W�
KWVKT]LM�QV�[]UUMZ�������Q[�LQ[K][[QVO�
ILLQ\QWVIT�QUXZW^MUMV\[�

)HE��������� )�)RUWL���%HOOH�,,�8SJUDGHV �

/6�"
���IE��
���IE��

Belle II 2022 Phillip URQUIJO

SuperKEKB / Belle II Program
• Phase 1(2016): no detector, no collision, test rings 


• Phase 2 (2018): first collisions complete  
accelerator 


• Incomplete detector: Vertex detector replaced by 
background detector


• Phase 3 (2019-): luminosity run with complete 
detector


• Pixel Detector (PXD): layer 1 + only 2 ladders in layer 2


• Full 4-layers strip detector (SVD)


• First physics paper appeared in January 2020 


• New and difficult accelerator. Additional operational 
complexity during the pandemic. 


• Record peak luminosity 3.81×1034cm-2s-1. 


• Path to reach 2×1035 cm-2s-1 identified. 


• Still large factors to reach 6.5×1035 cm-2s-1.
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LS2 2026 Possible 
second shutdown for 

high luminosity 
upgrades (SuperKEKB 

and Belle II)

LS1 PXD completion 
and CDC electronics

1.Consolidate the machine

Four steps: Intermediate luminosity (1-2 x 1035 /cm2/sec, 5ab-1);

                     High Luminosity (6.5 x 1035/cm2/sec, 50 ab-1) a detector upgrade

                     Polarisation Upgrade, Advanced R&D

                     Ultra high luminosity (4 x 1036/cm2/sec, 250 ab-1), R&D Project


2.Consolidate and complete the detector (LS1)

PXD completion in LS1, TOP detector PMT replacements


3.Improve the detector (LS2)

Upgrade programs for LS2 and for Ultra high luminosity
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Motivation for Belle II upgrades
• Improve detector robustness against 

backgrounds


• Provide larger safety factors for running at 
higher luminosity 


• Increase longer term subdetector radiation 
resistance 


• Develop the technology to cope with 
different future paths, e.g. IR redesign for 
target luminosity 


• Improve physics performance: get more 
physics per ab-1. 
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Upgrade overview
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Upgrade time scale
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Upgrade Impact

• The transition to a construction project is needed soon 


• SKB International Task Force should reach conclusion by summer 2022


• The preparation of an Upgrades Conceptual Design Report should start afterwards, ready in 2023 
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depth of hadrons through the iron yoke.
• Solid angle coverage (e.g. STOPGAP): The current particle identification sys-
tems still lack full coverage, such as regions between TOP bars, and the backward
endcap. This may adversely a↵ect analyses that require strong vetoes based on
particle identification. STOPGAP-like upgrades could remedy this.

2.2 Performance challenges

The conditions at higher luminosity lead to physics performance degradations. Here
we discuss the potential size of these e↵ects. A summary of the physics performance
concerns for each subdetector is given in Table 3 and described in detail below.

Topic V
X
D

C
D
C

P
ID

E
C
L

K
L
M

Low momentum track finding X X
Track p, M resolution X
IP/Vertex resolution X
Hadron ID X X
K

0
L ID X X

Lepton ID X X X
⇡
0, � X

Trigger X X

Table 3: Key performance requirements vs subdetector upgrades.

• Tracking at low momentum (i.e. 50-200 MeV/c slow pions from D
⇤+ decays).

– Upgrades expect to recover the approximately 15-25% e�ciency loss for tracks
near 100 MeV/c under nominal beam background levels.

– This a↵ects a large range of precision semileptonic, and rare missing energy
decays both directly and through impacts on B full reconstruction algorithms.
It is key for Vcb studies at low hadronic recoil, vetoes in rare decay searches,
and hadronic decays. Furthermore improvements to veto suppression power
can make substantial statistical precision impacts.

• Vertex and IP resolution.

– Upgrades expect to see up to around 30-50% impact parameter (IP) resolution
improvements over the current system at nominal luminosity, owing to better
mitigation of beam background e↵ects and higher detector resolution.

– These improvements reduce crossfeed background from tracks from di↵erent
B mesons, e.g. in b ! s`` processes. It is also important for time depen-
dent CP violation measurements with large data sets, where vertex resolution
related systematic uncertainties can dominate, e.g. B ! J/ K

0
S .

• Calorimeter energy resolution and particle identification

11

2.3 Physics channels

There are numerous flagship physics channels that would stand to benefit from the Belle
II upgrade scenarios, summarised in Table 4 and discussed in detail below.

Topic V
X
D

C
D
C

(i
n
cl
.
T
ri
gg
er
)

P
ID

P
ID

⌦

E
C
L

K
L
M

B(B ! ⌧⌫, B ! K
(⇤)
⌫⌫̄) X X X X

B(B ! Xu`⌫) X X X X
R, Polarisation(B ! D

(⇤)
⌧⌫) X X

FEI X X X
SCP, CCP(B ! ⇡

0
⇡
0
,K

0
S⇡

0) X X X
SCP, CCP(B ! ⇢�) X X X
SCP, CCP(B ! J/ K

0
S, ⌘

0
K

0
S) X X

Flavour tagger X X
⌧ LFV X X
Dark sector searches X X X

Table 4: Selected key physics channels and high-level analysis algorithms with the sub-
detector upgrades that would make substantial impacts to measurement reach. The
symbol ⌦ refers to solid angle coverage of the particle identification systems.

2.3.1 Rare and missing energy decays

Most analyses with missing energy in the final state utilise hadronic or semileptonic
B full reconstruction techniques. The performance of these methods is dependent on
most key performance factors, most notably low momentum track finding for finding
B ! D

⇤ + nh, where n � 1 and h denotes hadron. MC simulations indicate e�ciency
losses of order 30-50% when comparing early data and nominal luminosity scenarios. It
is expected that the upgrade should mitigate these losses.

Rare and leptonic decay searches such as B ! ⌧⌫ and B ! K
(⇤)
⌫⌫̄ rely on b ! c ! s

background suppression based on the presence of zero extra tracks in the event, and
minimal excess energy in the calorimeter. These analyses often require the detection and
veto of K0

L mesons (in the ECL and KLM), as the majority the remaining background
in analyses of this type contains undetected K

0
L. Taking into account potential tracking

e�ciency loss, impacts of higher beam background in the calorimeter, and losses to
KLM hit e�ciencies, such analyses would have greatly reduced reach without detector
upgrades. The e↵ect could imply a further reduction of approximately 50% in statistical
power, leading to total losses of order 75%.

13

• Identifying crucial performance challenges impacting physics reach.
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Summary
• 360 fb-1 of data collected - now in a competitive realm for flavour measurements!


• Performance generally better than Belle on lepton ID, neutral/extra calorimeter energy, KL-ID, 
tracking at low momenta and B full-reconstruction (etc.).


• Focused on some of the recent analyses from Belle II (and some from Belle with Belle II 
software) that are mostly sensitive to new physics 


• See Belle II publication page for much more.


• Reaching for 50 ab-1 and beyond is still a big challenge, with an ongoing upgrade program to 
support the ambition.


• Most flavour observables will continue to improve uninhibited by systematic or theoretical 
uncertainties.

48
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τ LFUV & LFV

50

Belle JHEP 10 (2021) 19

NP searches with leptons

Flavour changing neutral currents

e.g͗�Ɛ�ї�Ěʆʆ͕�ď�ї�Ɛыы

� Loop-level in SM, suppressed by 
GIM mechanism

� Rare decays, BR ~ 10-6 ʹ 10-11

� Need to control theory errors

3

Tests of lepton flavor universality

� Ratios of BR with ʏ/µ, µ/e, ʏ/e 
in final state

� Can be tree-level or loop-level 
transition

� Almost free from theory 
uncertainties since lepton 
flavour is conserved in SM

Forbidden decays

� Lepton flavour violating

� Lepton number violating

� Baryon number violating

� Forbidden or very suppressed 
in SM,  BR~O(10-54)

� Observation is a clear sign of NP

ы+, ʆ

ы-, ʆʹ

ʹ

Can do these searches in different flavour sectors: strange, charm, beauty, tau, muon
Correlations between observables depends on NP type!

⌧± ! µ±� and 3.7% for ⌧± ! e±�. The uncertainties due to limited MC statistics and
particle identification are negligible compared to the other uncertainties described above.

Table 1. Systematic uncertainties (in %) considered in this analysis.

Source ⌧± ! µ±� ⌧± ! e±�

Track reconstruction efficiency 0.7 0.7
Photon reconstruction efficiency 2.0 2.0
Photon energy calibration 3.2 3.2
Integrated luminosity 1.4 1.4
Trigger efficiency 2.1 3.4
Background PDF modeling 3.3 3.7
Total 6.2 6.5

4 Result

Since no significant excess of the signal events is observed in data, the upper limits at
the 90% confidence level (CL) are evaluated using toy MC simulations. We generate toy
signal and background events based on their PDFs while fixing the number of background
events and varying the number of signal events (s̃). For every assumed s̃, 10,000 pseudo-
experiments are generated following Poisson statistics with the means s̃ and b̃ for signal
and background, respectively; the expected number of background events is used as b̃ and
the signal yield (sMC) is evaluated by the fit. In order to obtain the expected (observed)
upper limits on the branching fraction at 90% CL, the s̃ value that gives a 90% probability
for sMC larger than zero (signal events from the fit) is taken: s̃90. The likelihood defined
in Eq. (3.4) is convolved with a Gaussian function of width equal to the total systematic
uncertainty, so the sMC is smeared accordingly. The uncertainties inflate the upper limits
on the branching fraction by ⇠2-3%; this effect is not large and consistent with the past
results [5]. The expected upper limits on the branching fraction B(⌧± ! `±�) at 90% CL
is calculated as B(⌧± ! µ±�) < 4.9⇥ 10�8 and B(⌧± ! e±�) < 6.4⇥ 10�8. Our expected
limits are 1.5–1.7 times more stringent than those of BaBar [6].

The toy MC simulation provides an observed upper limit on signal at the 90% CL as
s̃90 = 2.8 (s̃90 = 3.0) events from the fit for ⌧± ! µ±� (⌧± ! e±�). The observed upper
limits on the branching fractions are

B(⌧± ! µ±�) <
s̃90

2✏N⌧⌧
= 4.2⇥ 10�8, (4.1)

B(⌧± ! e±�) <
s̃90

2✏N⌧⌧
= 5.6⇥ 10�8, (4.2)

where N⌧⌧ = (912 ± 14) ⇥ 106, and the signal efficiencies are ✏ = 3.7% and 2.9% for
⌧± ! µ±� and ⌧± ! e±�, respectively.

– 9 –

values is adopted as follows:

(Mbc � µMbc)
2

(2�Mbc)
2

+
(�E/

p
s� µ�E/

p
s)

2

(2��E/
p
s)

2
< 1.0, (2.6)

�Mbc = 0.5(�high
Mbc

+ �low
Mbc

),

��E/
p
s = 0.5(�high

�E/
p
s
+ �low

�E/
p
s).

Here, �high/low
Mbc

and �high/low
�E/

p
s

are the widths on the higher/lower side of the peak ob-
tained by fitting the signal distribution to an asymmetric Gaussian function. The es-
timated resolutions are �high/low

Mbc
= 11.08 ± 0.08/7.46 ± 0.23 MeV/c2 and �high/low

�E/
p
s

=

(5.6±0.4)/(4.2±0.2)⇥10�3 for ⌧± ! µ±� events, and �high/low
Mbc

= 11.55±0.27/10.59±0.19

MeV/c2 and �high/low
�E/

p
s

= (6.1 ± 0.7)/(4.4 ± 0.3) ⇥ 10�3 for ⌧± ! e±� events. The mean
values of the signal distributions are µMbc = 1.78 MeV/c2 and µ�E/

p
s = �0.6 ⇥ 10�3 for

⌧± ! µ±� events, and µMbc = 1.79 MeV/c2 and µ�E/
p
s = �1.0 ⇥ 10�3 for ⌧± ! e±�

events. The overall signal efficiency estimated using the above signal region is 3.7% for
⌧± ! µ±� and 2.9% for ⌧± ! e±�.
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(a) ⌧± ! µ±�
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γ e→ τBelle

(b) ⌧± ! e±�

Figure 3. Two-dimensional distributions of �E/
p
s vs. Mbc for (a) ⌧± ! µ±� and (b) ⌧± ! e±�

events. Black points are data, blue squares are ⌧± ! `±� signal MC events, and magenta ellipses

show the signal region used in this analysis (±2� region).

The most dominant background in the ⌧± ! µ±� (⌧± ! e±�) search arises from ⌧+⌧�

events decaying to ⌧± ! µ±⌫µ⌫⌧ (⌧± ! e±⌫e⌫⌧ ) with a photon coming from initial-state
radiation or beam background. The µ+µ�� and e+e�� events are subdominant, with their
contributions falling below 5%. Other backgrounds such as two-photon and qq̄ are negligible
in the signal region.

– 6 –

PTEP 2019 (2019) 12, 123C01

• New phenomena coupling to τs can be probed 
directly via ee→ττ.


• Good near term prospects for exotic searches, e.g. 
τ→l α (invisible), and τ decay LFUV (need to push 
Lepton ID systematics).

Belle arXiv:2103.12994
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B → τℓ, B → Xsττ

51

FPCP2021 Shun Watanuki 192021/6/7

Mode BR U.L. (90% CL)

B0→K*0µ+e- <1.2x10-7 (Belle)

B+→K*0µ-e+ <1.6x10-7 (Belle)

B+→K*0µe <1.8x10-7 (Belle)

B+→K+µ-e+ <7.0x10-9 (LHCb)
<3.0x10-8 (Belle)

B+→K+µ+e- <6.4x10-9 (LHCb)
<8.5x10-8 (Belle)

B0→Ks
0µ±e

∓
<1.8x10-7 (Belle)

B+→K+tµ <4.8x10-5 (BaBar)

B+→K+te <3.0x10-5 (BaBar)

B+→K+t+µ- <3.9x10-5 (LHCb)

#$ &̅
' '

ℓ

ℓ′
ℓ, ℓ+ = -, ., /

So far, no signals of LFV
have been found...

PTEP 2019, 123C01 E. Kou et al.

Also, for the B → Kτ+τ− decays, SM predictions have been given in Ref. [645] using recent
lattice determination of the B→ K form factors from the Fermilab/MILC collaboration [158]. The
SM predictions for the branching ratios and the flat terms read

Br(B+→ K+τ+τ−)SM = (1.22 ± 0.10) · 10−7,

Br(B0 → K0τ+τ−)SM = (1.13 ± 0.09) · 10−7,

FH (B→ Kτ+τ−)SM = 0.87 ± 0.02, (286)

where we added all uncertainties quoted in Ref. [645] in quadrature. As in the case of the B →
πτ+τ−, the value of FH (B→ Kτ+τ−)SM applies to the charged and neutral channel and the above
predictions refer to the q2 range [15, 22] GeV2. Predictions for additional q2 bins can be found in
Ref. [645]. Again, the dominant source of uncertainty in the branching ratio arises from the B→ K
form factors and from the CKM elements, while in the flat terms these errors largely cancel.

The SM predictions for the B→ K∗τ+τ− branching ratios read [618]

Br(B+→ K∗+τ+τ−)SM = (0.99 ± 0.12) · 10−7,

Br(B0 → K∗0τ+τ−)SM = (0.91 ± 0.11) · 10−7, (287)

where the ditau q2 ranges from 15 GeV2 to the kinematic endpoint around 19.2 GeV2. The B→ K∗

form factors used are based on a combined fit of lattice and LCSR results [419].
The SM prediction for the Bs → φτ+τ− branching ratio is given by [618]

Br(Bs → φτ+τ−)SM = (0.73 ± 0.09) · 10−7, (288)

where the ditau invariant mass ranges from 15 GeV2 to the kinematic endpoint at roughly 18.9 GeV2.
The Bs → φ form factors used are based on a combined fit of lattice and LCSR results [419].

Lepton flavor universality ratios with taus We define the lepton flavor universality ratios, in
analogy to Eq. (264) as

R$$
′

H [q2
0, q2

1] =
∫ q2

1
q2

0
dq2dBr(B→ H$+$−)/dq2

∫ q2
1

q2
0

dq2dBr(B→ H$′+$′−)/dq2
.

In these ratios uncertainties from CKM elements drop out. Also, form factor uncertainties cancel
almost exactly in ratios involving electrons and muons, while in ratios with taus, these uncertainties
get reduced.

The SM predictions from Ref. [645] read

(Rµτ
π )SM = 1.18 ± 0.06,

(Rµτ
K )SM = 0.87 ± 0.02 (289)

for the q2 ∈ [15, 22] GeV2 bin. For the B→ K∗ decays we find [618]

(Rµτ
K∗)SM = 2.44 ± 0.09, (290)

where q2 ∈ [15, 19.2] GeV2. Within the quoted uncertainties, the results in Eqs. (289) and (290)
apply to both charged and neutral decays.
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Table 70. The Belle II sensitivities for the EW penguin B decays involving taus in the final states. We assume
that 5 ab−1 of data will be taken on the Υ (5S) resonance. Some numbers at Belle are extrapolated to 0.71 ab−1

(0.12 ab−1) for the Bu,d (Bs) decay.

Observables Belle 0.71 ab−1 Belle II Belle II
(0.12 ab−1) 5 ab−1 50 ab−1

Br(B+→ K+τ+τ−) · 105 < 32 < 6.5 < 2.0
Br(B0 → τ+τ−) · 105 < 140 < 30 < 9.6
Br(B0

s → τ+τ−) · 104 < 70 < 8.1 —

Br(B+→ K+τ±e∓) · 106 — — < 2.1
Br(B+→ K+τ±µ∓) · 106 — — < 3.3
Br(B0 → τ±e∓) · 106 — — < 1.6
Br(B0 → τ±µ∓) · 106 — — < 1.3

channels, including obervables that test lepton flavor universality (see Tables 65, 66, and 67 for the
Belle II prospects). As exemplified by Fig. 94 for the case of the b → s#+#− transitions, this
complementarity and synergy can play a crucial role in indirectly discovering (or constraining) BSM
physics.

Belle II will, furthermore, push the frontier in the field of radiative and EW penguin B decays by
measuring modes at the level predicted by the SM that have so far not been observed by any other
experiment. The prime examples for such discovery channels are Bd → γ γ and B→ K (∗)νν̄ (see
Tables 63 and 69 for the expected Belle II sensitivities). In other cases, such as Bs → νν̄ or B decays
to final states containing τ+τ−, τ±e∓, or τ±µ∓ pairs, Belle II will not be able to observe them at the
SM level. However with 50 ab−1 of data the existing limits will be improved by orders of magnitude
(see Table 70 for the future Belle II constraints), which will further constrain possible new physics
couplings to neutrinos and taus as well as flavor violation in the lepton sector.

10. Time-dependent CP asymmetries of B mesons and determination of φ1, φ2

Editors: A. Gaz, L. Li Gioi, S. Mishima, J. Zupan
Additional section writers: F. Abudinén, F. Bishara, M. Gronau, Y. Grossman, S. Jaeger, M. Jung,
S. Lacaprara, A. Martini, A. Mordà, D. Robinson, A. Tayduganov

10.1. Introduction
The measurements of the CKM unitarity triangle anglesφ1,φ2,φ3 amount, within the SM, to different
ways of measuring the single CP-violating phase in the CKM matrix. In the presence of NP, additional
phases might lead to an overall inconsistency of the constraints on the CKM unitarity triangle. This
would be a clear indication of NP.

In this section we describe the methods for determining the angles

φ1 ≡ arg[−V ∗cbVcd/(V ∗tbVtd)] (294)

and

φ2 ≡ arg[−V ∗tbVtd/V ∗ubVud]. (295)
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• LFV channels, use tagging to infer recoil mass near mτ. 


• LF conserving channels with τ probably out of reach of 
SM, but good for NP sensitivity.


• Results from Belle II on the way.
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This letter presents a search for the rare flavor-changing neutral current process B0
→ K∗0τ+τ−

using data taken with the Belle detector at the KEKB asymmetric energy e+e− collider. The analysis
is based on the entire Υ(4S) resonance data sample of 711 fb−1, corresponding to 772 × 106BB̄
pairs. In our search we fully reconstruct the companion B meson produced in the process e+e− →

Υ(4S) → BB̄ from its hadronic decay modes, and look for the decay B0
→ K∗0τ+τ− in the

rest of the event. No evidence for a signal is found. We report an upper limit on the branching
fraction B(B0

→ K∗0τ+τ−) < 2.0 × 10−3 at 90% confidence level. This is the first direct limit on
B(B0

→ K∗0τ+τ−).

PACS numbers: 3.20.He, 14.40.Nd

The decay B0 → K∗0τ+τ− (charge-conjugate pro-
cesses are implied throughout this letter) is of inter-
est for the testing of Lepton Flavor Universality (LFU)
and for searches of physics beyond the Standard Model
(SM). This decay is highly suppressed in the SM and
can only proceed via a flavor-changing neutral current,
with a predicted branching fraction of order O(10−7) [1].
The branching fraction can be enhanced if new physics
(NP) effects contribute [2–5]. In particular, the decay is
a third-generation equivalent of the B0 → K∗0"+"− de-
cay, where " is an electron or a muon. Hence, compared
with electron and muon modes, the decay is expected to
be more sensitive to new physics in a model which has
a coupling proportionate to the particle mass [6] or only
couples to the third generation [7].

Semileptonic B decay measurements in recent years
show significant deviations from SM expectations, for
both charged and neutral current transitions. The
first type of transition has been measured in the decay
b → c"ν̄! via R(D(∗)) = [B(B → D(∗)τ+ντ )]/[B(B →
D(∗)"+ν!)] by the BaBar [8, 9], Belle [10–13] and
LHCb [14, 15] experiments. While these decays are
tree-level processes, which are not very sensitive to NP,
the measured results show a deviation of about three
standard deviations, 3σ, from the SM predictions (com-
bined significance) [16]. The neutral current transition
b → s"+"− is highly suppressed in the SM and very sen-
sitive to NP. The LFU ratio related to the decay mode
B → K(∗)"+"− as measured by Belle [17–19] and BaBar
[20] are consistent with the SM, while LHCb result [21–
23] is 3.1σ lower than the SM prediction. Many theo-
retical models are introduced to explain these anomalies
such as the NP contribution to the Wilson coefficients
[3, 4] and the leptoquark model [5]. These approaches
lead to an enhancement of the b → sτ+τ− branching
fraction by up to 3 orders of magnitude compared with
the SM predictions. The predicted branching fraction of
B0 → K∗0τ+τ− is larger than that of B+ → K+τ+τ−

as shown in Ref. [3].

The presence of at least two neutrinos in the final state

originating from the decays of τ+τ− pair make analysis of
the decay challenging. To date only a search for the decay
B+ → K+τ+τ− has been conducted by the BaBar col-
laboration setting an upper limit B(B+ → K+τ+τ−) <
2.25× 10−3 at 90% confidence level (CL) [24].

In this letter, we present the first search for the rare
decay B0 → K∗0τ+τ−. Our analysis is based on the
complete data set collected at the center of mass (c.m.)
energy equal to the Υ(4S) resonance mass by the Belle
detector [25] at the KEKB asymmetric-energy e+e− col-
lider [26]. This data sample corresponds to an inte-
grated luminosity of 711 fb−1, containing 772 × 106BB̄
pairs. We use a full reconstruction technique [27] in this
analysis where the companion B meson in the process
e+e− → Υ(4S) → BB̄ is reconstructed in hadronic de-
cay modes, referred to as Btag. We then search for the
signal B meson, Bsig, in the rest of the event not used in
the Btag reconstruction.

The Belle detector [25] is a large-solid-angle mag-
netic spectrometer consisting of a silicon vertex detector
(SVD), a 50-layer central drift chamber (CDC), an array
of aerogel threshold Cherenkov counters (ACC), a barrel-
like arrangement of time-of-flight scintillation counters
(TOF), and an electromagnetic calorimeter comprised of
CsI(Tl) crystals (ECL). All these components are located
inside a superconducting solenoid coil that provides a
1.5 T magnetic field. An iron flux-return located outside
of the coil is instrumented with resistive plate chambers
to detect K0

L mesons and to identify muons (KLM).

We use Monte Carlo (MC) simulation samples, gener-
ated with EvtGen [28], to optimize the signal selection,
determine the selection efficiencies, as well as to obtain
the signal and background fitting models. The detec-
tor response is simulated using GEANT3 [29]. Simu-
lated events are overlaid with random trigger data taken
for each run period to reproduce the effect of beam-
associated backgrounds. A signal sample containing 50
million Υ(4S) → B0B̄0 events is generated where one B
decays to all possible final states, according to its mea-
sured or estimated branching fractions [30], and the other
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FIG. 1. Fit results for M2
miss (upper) and Eextra

ECL (lower) for
the decays B0

→ D(∗)!ν!. The dots with error bars represent
the data, and the blue line indicates the fitted results with
the cyan band for fit uncertainty. The dashed lines indicate
different fit components. Eextra

ECL is plotted with the selection
M2

miss < 0.5 GeV2/c4.

with MC samples.

We test the analysis procedure and shape of the sim-
ulated Eextra

ECL distribution using B0 → D−!+ν! decays,
with D− → K∗0π−. The analysis steps and selection
criteria for the decay are the same as those for the
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FIG. 2. Distribution of Eextra
ECL combined for all signal modes.

The dots with error bars show the data, the blue line shows
the fitted results with the cyan band for fit uncertainty, and
the dashed lines show fit results for the different components.
The signal component is scaled with a factor of -10.

B0 → K∗0τ+τ− decay, except the requirement on M2
miss

is removed and the selection on MK∗0π− is reversed, re-
quiring 1.84 < MK∗0π− < 1.94 GeV/c2. Within statis-
tics, the Eextra

ECL distribution obtained from simulation is
in good agreement with the data and it is used to model
the signal and background in the final fit. As a cross-
check, we measure the branching fraction of the decay
B0 → D−!+ν! from a fit to the Eextra

ECL distribution, simi-
lar to our search for the decay B0 → K∗0τ+τ−, and also
to the M2

miss distribution. Results of these fits are shown
in Fig. 1. The branching fraction measured by fitting to
Eextra

ECL is (2.26± 0.17)% and to M2
miss is (2.19± 0.15)%,

where the quoted uncertainties are statistical only. The
results are in good agreement with the world average of
2.31± 0.10% [30].
Our fit to Eextra

ECL for the decay B0 → K∗0τ+τ− is
shown in Fig. 2, where all signal modes have been com-
bined. The numbers of signal and background events in
the signal window from the fit are Nsig = −4.9± 6.0 and
Nbkg = 122.4± 4.9, respectively. We find no evidence for
a signal.
Systematic uncertainties on the number of background

events, the signal reconstruction efficiency, and number
of BB̄ pairs arise from several sources and affect the
branching fraction upper limit. Statistical uncertainty
on the selection efficiency due to limited MC sample size
is estimated to be 5.2%. The uncertainty associated with
the Btag efficiency is 4.6%, which is estimated using vari-
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criteria in this study are chosen to maximize the search
sensitivity in the signal region following the Punzi figure
of merit [36].
In the c.m. frame, the Btag and Bsig have opposite

flight directions, and the Btag is fully reconstructed and
its four-vector is determined. The momentum of Bsig is
thus derived from the Btag reconstruction. Its direction
is opposite the Btag and its magnitude is calculated as
|!pBsig| =

√

(Ecm/2)2/c2 −m2
Bc

2, where !pBsig is the mo-
mentum vector of Bsig, Ecm/2 is the beam energy mea-
sured in c.m frame, and mB is the nominal B0 meson
mass [30]. We calculate the τ+τ− pair invariant mass,
Mτ+τ− , by subtracting the reconstructed K∗0 c.m. four-
vector from the Bsig’s giving its kinematic limits. We
require Mτ+τ− to be greater than 3.55 GeV/c2 to sup-
press combinatorial background.
After the selections above, the remaining background

is final-state dependent. We classify the remaining events
into signal modes based on final-state particles for further
background suppression. We identify electron candidates
using an electron likelihood ratio, Le based on dE/dx
information from the CDC, the ratio of the energy de-
posited in the ECL to the momentum measured by the
CDC and SVD, the shower shape in the ECL, hit infor-
mation from the ACC, and matching between the posi-
tion of the charged track and the ECL cluster [37]. Muon
candidates are identified using a muon likelihood ratio,
Lµ, calculated based on the difference between the range
of the track in KLM, estimated assuming no hadronic
interactions, and the actual range observed in the KLM.
A χ2 from extrapolating a track to the signals identified
in the KLM using a Kalman filter is also contributes to
the likelihood [38]. Tracks are identified as electrons if
Le > 0.8, as muons if not satisfying the electron require-
ment and have Lµ > 0.8, and as a pion if not either
an electron or a muon. The average of electron (muon)
identification efficiency for the selection Le(µ) > 0.8 is
92 (92)% with pion fake rate of 0.25 (2.5)%. In the
signal decay modes K∗0π+π− and K∗0%±π∓, there re-
mains a large background contribution from the decay
B0 → D(∗)−%+ν", where D(∗)− → K∗0π−(π0). We sup-
press this by requiring the invariant mass MK∗0π− to lie
outside the D− mass region, MK∗0π− < 1.84 GeV/c2 or
MK∗0π− > 1.94 GeV/c2, where MK∗0π− is the combina-
tion of the K∗0 candidate and a track that is opposite to
the charge of the kaon candidate in the K∗0 decay. Com-
binatorial background is also significant in these signal
modes, and so the ONB selection criterion is tightened to
ln(ONB) > −4 for these modes.
After we apply above selection criteria, the remain-

ing backgrounds with low Eextra
ECL are primarily B0B̄0

events in which a Btag is properly reconstructed opposite
B0 → D−%+ν" decaying to D− → K∗0%−ν̄". Such events
have the same final-state particles as signal events. The
different number of missing neutrinos results in a different
missing mass distribution, Mmiss. We calculate this by

subtracting the measured part of the four-momentum of
Bsig from the derived four-momentum ofBsig from the re-
coil againstBtag. In addition to the missing mass, we find
MK∗0π− is also powerful distinguishing signal from the
remaining background. For K∗0%−%+ modes, we calcu-
late MK∗0π− by combining the negatively charged lepton
with the K∗0 assuming a pion mass. We optimize selec-
tion criteria based on M2

miss and MK∗0π− together mode-
by-mode. These are summarized in Table I. Since the
number of missing neutrinos from the K∗0π+π− mode is
the same as that from the B0 → D−%+ν" background, the
M2

miss is ineffective in rejecting this background. We only
apply the selection M2

miss < 9 GeV2/c4 to reject combi-
natorial background which is significant in this mode.
Despite the continuum suppression performed by the full
reconstruction algorithm, a small fraction of continuum
events remains in the K∗0π+π− signal mode. In this
case, further constraints on the event shape are imposed.
Specifically, the event thrust is required to be smaller
than 0.85, the cosine of the angle between the thrust of
Bsig and that of Btag must be smaller than 0.85, and the
modified second Fox-Wolfram moment is required to be
less than 0.4.

TABLE I. Summary of the selection criteria imposed on
MK∗0π− and M2

miss for each of the signal modes.

Signal Mode MK∗0π− M2
miss

(GeV/c2) (GeV2/c4)
K∗0e+e− > 1.4 > 3.2
K∗0e∓µ± > 1.4 > 1.6
K∗0µ+µ− > 1.6 > 1.6
K∗0π∓e± > 1.4 > 2.0
K∗0π∓µ± > 1.4 > 2.0
K∗0π+π− > 1.5 < 9

We estimate the signal reconstruction efficiency after
applying all of the selection criteria and Btag efficiency
corrections. The overall selection efficiency, determined
using simulated B0 → K∗0τ+τ− decays, is approxi-
mately 1.2 × 10−5. The signal yield is extracted with
a binned extended maximum-likelihood fit to the Eextra

ECL
distribution, with a bin width of 0.1 GeV. The probability
density functions (PDFs) for signal and background com-
ponents are taken from MC expectations after applying
appropriate corrections. To reduce the uncertainty due
to low statistics, a simulation sample three times larger
than the data is used to construct the background PDFs,
the signal PDF is derived from 50 million signal events,
and signal modes are combined in the fit. The B+B−

and B0B̄0 samples are normalized to the data and their
ratio is fixed in the fit. Contributions from Rare B and
u%ν" components in the final sample are negligible, and
are normalized to the number of BB̄ pairs and fixed in
the fit. We float the BB̄, continuum, and signal normal-
izations. We have validated the fitting procedure in tests
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for B0 → τ±µ∓ and Nsig = 0.3+8.8
−8.2 for B0 → τ±e∓.

Both yields are consistent with zero. In the B0 → τ±µ∓

sample, we observe (17 ± 10) B0 → D−π+ events and
(−2 ± 12) B0 → D∗−π+ events; these yields are consis-
tent with expectations based on MC simulation.
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FIG. 2. The Mmiss distributions of B0
→ τ±µ∓ (upper)

and B0
→ τ±e∓ (lower) candidates, along with projections

of the fit result. The black dots show the data, the dashed
red curve shows the background component, and the solid
blue curve shows the overall fit result. The dash-dotted green
curve shows the signal PDF, with a normalization correspond-
ing to a branching fraction of 10−4. In the upper plot, the
dotted brown curve shows the B0

→ D−π+ component. The
plots below the distributions show the residuals divided by
the errors (pulls).

V. UPPER LIMIT CALCULATION

We calculate upper limits on Nsig and the branching
fractions at 90% CL using a frequentist method. We
first generate sets of MC-simulated events, with each set

being equivalent to the Belle data sample. Both signal
and background events are generated according to their
respective PDFs. The number of background events gen-
erated is equal to that obtained from the data fit. We
vary the number of input signal events, and for each value
we generate an ensemble of 10 000 data sets. We fit these
data sets and calculate the fraction (fsig) that has a fit-
ted signal yield less than that obtained from the Belle
data (1.8 or 0.3 events). Our 90% CL upper limit on the
number of signal events (NUL

sig ) is the number of input

signal events that has fsig = 0.10. We convert NUL
sig to

an upper limit on the branching fraction (BUL) via the
formula

BUL =
NUL

sig

2×NBB × f00 × ε
. (2)

In this expression, NBB is the number of BB pairs;
f00 = 0.486 ± 0.006 is the fraction that are B0B0 [23];
and ε is the signal efficiency including tag-side branching
fractions and reconstruction efficiencies.
We include systematic uncertainties (discussed below)

in BUL as follows. We divide all systematic uncertain-
ties into two types (see Table II): those arising from the
numerator of Eq. 2 (“additive” uncertainties), and those
arising from the denominator of Eq. 2 (“multiplicative”
uncertainties). Additive uncertainties arise from fitting
for the signal yield, while multiplicative uncertainties cor-
respond to the number of B decays reconstructed. We
account for the latter when generating MC data sets in
our frequentist procedure. The number of signal events
is varied randomly around the nominal input value by
the total multiplicative uncertainty. Subsequently, after
fitting an MC data set, we adjust the fitted value Nsig

by a value sampled from a Gaussian distribution with
mean zero and a width equal to the total additive uncer-
tainty. As a final step, to include possible fit bias, this
value is shifted by an amount obtained by sampling a
Gaussian distribution with a mean equal to the fit bias
discussed earlier (the central value) and a width equal
to the uncertainty in the bias. This final value is used
when calculating fsig. The resulting upper limits forNUL

sig

and BUL are listed in Table I. These values are the same
as the upper limits expected based on MC (1.6 × 10−5

for both modes), reflecting good agreement between the
background levels observed in data and the MC.

TABLE I. Summary of the fit results for Nsig, and the result-
ing 90% CL upper limits NUL

sig and B
UL (see text).

Mode ε Nsig NUL
sig B

UL

(×10−4) (×10−5)

B0
→ τ±µ∓ 11.0 1.8+8.2

−7.6 12.4 1.5

B0
→ τ±e∓ 9.8 0.3+8.8

−8.2 11.6 1.6
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for B0 → τ±µ∓ and Nsig = 0.3+8.8
−8.2 for B0 → τ±e∓.

Both yields are consistent with zero. In the B0 → τ±µ∓

sample, we observe (17 ± 10) B0 → D−π+ events and
(−2 ± 12) B0 → D∗−π+ events; these yields are consis-
tent with expectations based on MC simulation.
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FIG. 2. The Mmiss distributions of B0
→ τ±µ∓ (upper)

and B0
→ τ±e∓ (lower) candidates, along with projections

of the fit result. The black dots show the data, the dashed
red curve shows the background component, and the solid
blue curve shows the overall fit result. The dash-dotted green
curve shows the signal PDF, with a normalization correspond-
ing to a branching fraction of 10−4. In the upper plot, the
dotted brown curve shows the B0

→ D−π+ component. The
plots below the distributions show the residuals divided by
the errors (pulls).

V. UPPER LIMIT CALCULATION

We calculate upper limits on Nsig and the branching
fractions at 90% CL using a frequentist method. We
first generate sets of MC-simulated events, with each set

being equivalent to the Belle data sample. Both signal
and background events are generated according to their
respective PDFs. The number of background events gen-
erated is equal to that obtained from the data fit. We
vary the number of input signal events, and for each value
we generate an ensemble of 10 000 data sets. We fit these
data sets and calculate the fraction (fsig) that has a fit-
ted signal yield less than that obtained from the Belle
data (1.8 or 0.3 events). Our 90% CL upper limit on the
number of signal events (NUL

sig ) is the number of input

signal events that has fsig = 0.10. We convert NUL
sig to

an upper limit on the branching fraction (BUL) via the
formula

BUL =
NUL

sig

2×NBB × f00 × ε
. (2)

In this expression, NBB is the number of BB pairs;
f00 = 0.486 ± 0.006 is the fraction that are B0B0 [23];
and ε is the signal efficiency including tag-side branching
fractions and reconstruction efficiencies.
We include systematic uncertainties (discussed below)

in BUL as follows. We divide all systematic uncertain-
ties into two types (see Table II): those arising from the
numerator of Eq. 2 (“additive” uncertainties), and those
arising from the denominator of Eq. 2 (“multiplicative”
uncertainties). Additive uncertainties arise from fitting
for the signal yield, while multiplicative uncertainties cor-
respond to the number of B decays reconstructed. We
account for the latter when generating MC data sets in
our frequentist procedure. The number of signal events
is varied randomly around the nominal input value by
the total multiplicative uncertainty. Subsequently, after
fitting an MC data set, we adjust the fitted value Nsig

by a value sampled from a Gaussian distribution with
mean zero and a width equal to the total additive uncer-
tainty. As a final step, to include possible fit bias, this
value is shifted by an amount obtained by sampling a
Gaussian distribution with a mean equal to the fit bias
discussed earlier (the central value) and a width equal
to the uncertainty in the bias. This final value is used
when calculating fsig. The resulting upper limits forNUL

sig

and BUL are listed in Table I. These values are the same
as the upper limits expected based on MC (1.6 × 10−5

for both modes), reflecting good agreement between the
background levels observed in data and the MC.

TABLE I. Summary of the fit results for Nsig, and the result-
ing 90% CL upper limits NUL

sig and B
UL (see text).

Mode ε Nsig NUL
sig B

UL

(×10−4) (×10−5)

B0
→ τ±µ∓ 11.0 1.8+8.2

−7.6 12.4 1.5

B0
→ τ±e∓ 9.8 0.3+8.8

−8.2 11.6 1.6
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