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Figure 5: Real space-time RG equation. One
RG step describes a mapping between gates
U ! W facilitated by isometries L,K with in-
finite dimensional auxiliary space (a). Note
equivalence to Yang-Baxter (braid) equation if
spaces 2 and 3 are tensored together.

in imaginary time [123, 124, 125] in the sense that it expands the
“isometries” K and L with an additional “junk” auxiliary space Ha
which is needed to accommodate for the growing operator entangle-
ment during the RG process. With appropriate boundary conditions for
the junk Hilbert space, we can then acommodate an exact RG deci-
mation step, and hence perform quasi-exact time-evolution in ⇠ log2 t
RG steps. The method could either be implemented for efficient nu-
merical simulations of discrete (real) time dynamics of locally inter-
acting quantum systems, or as an analytical method to find RG fixed
points characterising universal dynamical (nonequlibrium) behaviour.
For example, we have preliminary (unpublished) evidence of nontriv-
ial RG fixed points: (i) non-interacting reversible cellular automaton
(rule 150), (ii) interacting quantum circuit generated by a rational six-
vertex R�matrix. The later is particularly interesting since it could an-
alytically explain KPZ physics with dynamical exponent 3/2 observed
in [107]. Finally, we remark on a potentially deep link to algebraic in-
tegrability, as Eq./Fig. (5) has a form of an inhomogeneous Yang-Baxter equation, after blocking four U gates
together to a super-gate acting on a tensor product of two quantum spaces (2⌦3).

2.4 Chaotic boundaries/impurities for quantum lattice systems
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Figure 6: “Boundary Chaos”: Equiv-
alence between boundary-perturbed
SWAP circuit of size L and duration t,
and 2d network on a helix t/L⇥L.

Crucial for progress of understanding ETH is the ability to analytically com-
pute or control dynamical correlation functions in finite systems for asymp-
totically long times, e.g. via formula (3) or its finite frequency version yield-
ing the variance of off-diagonal matrix elements 2p Ân,m |hn|a |mi |2d (w �
en +em) = Ât2Z e�iwt tr(aU taU �t), where {en} is the quasienergy spectrum,
U |ni = e�ien |ni. Similar relations can be used to connect higher moments
of matrix element distributions to multi-point dynamical correlation functions
[126]. In analogy to exactly-solvable initial states [127] for dual-unitary sys-
tems, we plan to develop a theory of exactly-solvable (“integrable”) bound-
aries (or impurities) for dual-unitary (or dual-bistochastic) circuits. A trivial
example is a non-dual-unitary impurity gate in an infinite dual-unitary lat-
tice, which has trivially exactly solvable dynamical correlations where the
sum (17) reduces to paths scattering off impurity at most once.

Another very promising paradigm of this type is – what we call bound-

ary chaos – an open boundary quantum circuit [built as a brick type cir-
cuit of SWAP gates S] with the only nontrivial 2-qudit gate U placed at the
boundary(ies) which make the whole circuit to behave chaotic (for generic
U) at long enough times, U = U eU o, U o = U1,2S3,4 · · ·SL�2,L�1, U e =
S2,3 · · ·SL�1,L. We plan to develop the transfer matrix approach to compute the SFF and dynamical correlations
for such circuits. A key methodological step (simplification) is an identification of the dynamical local correlator
tr(bU �taU t) with a partition function on a t

L ⇥L helix (Fig. 6). This would allow to exactly compute dynam-
ical properties at times t = O(L). A potentially feasible extension of this protocol is to replace SWAP gates S
with more general non-interacting gates, or even general dual-unitary gates.

2.5 Ergodictity and anomalous transport in integrable lattice systems

Ergodicity seems at first sight at odds with integrability. However, these two concepts need not be incom-
patible; for instance, anisotropic Heisenberg XXZ spin 1/2 chain in the easy-axis regime exhibits diffusive
transport [106, 128, 129] as all the local and quasi-local conserved charges of the model are spin-reversal even
and hence (Kubo-Mori-)orthogonal to the spin current. This means that such integrable model is ergodic in the
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els, besides spatio-temporal OTOCs the most fruitful measure
of dynamical complexity has been identified as the operator-
space entanglement entropy23. The latter quantifies the so-
called operator spreading, or growing bipartite correlations
of time-dependent local operators interpreted as elements of
tensor products of local Hilbert spaces. Moreover, it has
been shown that explicit and exact results on RMT spectral
correlations10,11, dynamical correlation functions24,25, quan-
tum quenches26, (operator) entanglement dynamics27–30, in-
formation scrambling31, and OTOCs32, can be obtained even
for local qudit circuits (with fixed local Hilbert space dimen-
sion d, say d = 2) provided the circuit, i.e. the local gates,
satisfy the so-called dual-unitarity (DU) condition24. It has
been shown that DU circuits include integrable and (gener-
ically) non-integrable (chaotic) systems24, in particular the
previously studied self-dual kicked Ising model33. Studying
space-time duality proved useful also to get important new in-
sights into the behavior of non-DU circuits34–42.

DU circuits are thus a representative class of exactly solv-
able chaotic quantum systems, very much like the baker and
cat maps in classical chaos theory43. In analogy to structural
stability of hyperbolic flows44,45 in classical chaos theory we
conjectured (and found partial evidence of)46 perturbative sta-
bility of DU quantum dynamical systems.

In this paper we propose an extension of a class of local
quantum circuits in terms of a concept of unitary interactions
round–a–face (IRF). Unitary IRF circuits can be thought of
as a complementary model to brickwork quantum circuits and
yet another realization of quantum cellular automata. Specifi-
cally, IRF gate is just a controlled (or kinetically constrained)
local unitary gate, where the control is placed on the neigbour-
ing two qudits and could hence capture the dynamics of (Flo-
quet) driven Rydberg atom chains47 or similar manipulated
systems. As a deterministic version of unitary IRF dynamics,
we should mention a rule 54 reversible cellular automaton48.
While Yang-Baxter integrable IRF models (also known as
RSOS models)49,50 can give rise to integrable quantum spin
chain Hamiltonians51, it is not clear if unitary integrable IRF
circuits can be generated beyond the singular case of classical
reversible cellular automata mentioned earlier48,52 (for which
Yang-Baxter structure is not clear at the moment anyway).
Another related integrable kinetically constrained continuous
time (Hamiltonian) dynamics has been studied in Ref.53–55.

We then extend the concept of IRF circuits to DU IRF cir-
cuits of qudits (d = 2,3 . . .). We show that, similarly as for
DU brickwork circuits, the space-time correlation functions of
any local observable supported on a pair of neighbouring sites
can be shown to be non-vanishing only along two light-rays,
where it is evaluated in terms of a pair of completely positive,
trace preserving, unital maps acting on pairs of qudits (note
that for DU brickwork circuits the correspondig maps act on a
single qudit). This map can in fact be interpreted as a classical
Markov chain as it acts non-trivially only on a (d�1)2+1 di-
mensional subspace spanned by diagonal operators with van-
ishing partial traces plus the identity operator.

We show how to completely characterise DUIRF circuits
of qubits, d = 2, and explicitly parametrize the correspond-
ing 10-dimensional manifold DUIRF(2). We also empirically
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FIG. 1. Brickwork local circuit composed of brick gates (local gate
indicated on the right) for t = 2 (depth 4). Note that the dimensions of
the even/odd local spaces could be different (indicated by thin/thick
wires). Evolution time runs bottom-up throughout the paper.

estimate dimensions of DUIRF(d) and of related DU brick
gates DUBG(d,d0) (where dimensions of local Hilbert spaces
on even and odd checkerboard sublattices of the brickwork, d
and d0 respectively, can be different), for d(d0) = 3,4,5,6,7.
It is remarkable that both sets DUIRF(d), DUBG(d,d0) have
non-uniform dimensions, i.e. the dimensions of tangent space
at different generic (random) elements of the set are differ-
ent for d,d0 � 3. Nevertheless, we find consistently that
dimDUIRF(d) > dimDUBG(d,d), locally everywhere, i.e.
for all elements of the sets. We sketch as well some other in-
teresting problems that one could approach using DUIRF cir-
cuits, most specifically the problem of spectral statistics and
the idea of the proof of RMT spectral form factor for DU IRF
circuits.

II. UNITARY IRF CIRCUITS

Let us consider a chain of even number, 2L, L2N, of qudits
(d-level quantum systems), such that the Hilbert space of the
system is given as a d2L dimensional tensor product H =
H ⌦2L

1 , H1 = Cd .
We may also consider a more general, chiral situation,

where the pair of neighboring sites have different Hilbert
space dimensions H1 = Cd , H 0

1 = Cd0 , and two isomor-
phic system Hilbert spaces (with even/odd sublattices inter-
changed), H = (H1 ⌦ H 0

1 )
⌦L, H 0 = (H 0

1 ⌦ H1)⌦L. In
many physical situations, such as when discussing periodi-
cally driven (Floquet) spin chains, or Trotterized Hamiltonian
evolutions with local one-dimensional interaction (in the lat-
ter only the case d0 = d makes sense), as well as in proto-
cols for analog quantum simulation56 of local interactions, it
is customary to consider brickwork quantum circuits. For sim-
plicity, we assume space-time homogeneity57. Hence, con-
sidering a single unitary gate U 2 U(dd0) interpreted as a lin-
ear map H1 ⌦H 0

1 ! H 0
1 ⌦H1, or in explicit matrix/Dirac

notation58

Ubr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us0 j0
j s |s0i⌦ | j0i h j|⌦hs| , (1)

we define a generator (or Floquet propagator) of a brickwork

Chaos Round–a–Face 3
 

i j k

i j k

j

i k

j

FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 1. Brickwork local circuit composed of brick gates (local gate
indicated on the right) for t = 2 (depth 4). Note that the dimensions of
the even/odd local spaces could be different (indicated by thin/thick
wires). Evolution time runs bottom-up throughout the paper.
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).
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FIG. 1. Brickwork local circuit composed of brick gates (local gate
indicated on the right) for t = 2 (depth 4). Note that the dimensions of
the even/odd local spaces could be different (indicated by thin/thick
wires). Evolution time runs bottom-up throughout the paper.

estimate dimensions of DUIRF(d) and of related DU brick
gates DUBG(d,d0) (where dimensions of local Hilbert spaces
on even and odd checkerboard sublattices of the brickwork, d
and d0 respectively, can be different), for d(d0) = 3,4,5,6,7.
It is remarkable that both sets DUIRF(d), DUBG(d,d0) have
non-uniform dimensions, i.e. the dimensions of tangent space
at different generic (random) elements of the set are differ-
ent for d,d0 � 3. Nevertheless, we find consistently that
dimDUIRF(d) > dimDUBG(d,d), locally everywhere, i.e.
for all elements of the sets. We sketch as well some other in-
teresting problems that one could approach using DUIRF cir-
cuits, most specifically the problem of spectral statistics and
the idea of the proof of RMT spectral form factor for DU IRF
circuits.

II. UNITARY IRF CIRCUITS

Let us consider a chain of even number, 2L, L2N, of qudits
(d-level quantum systems), such that the Hilbert space of the
system is given as a d2L dimensional tensor product H =
H ⌦2L

1 , H1 = Cd .
We may also consider a more general, chiral situation,

where the pair of neighboring sites have different Hilbert
space dimensions H1 = Cd , H 0

1 = Cd0 , and two isomor-
phic system Hilbert spaces (with even/odd sublattices inter-
changed), H = (H1 ⌦ H 0

1 )
⌦L, H 0 = (H 0

1 ⌦ H1)⌦L. In
many physical situations, such as when discussing periodi-
cally driven (Floquet) spin chains, or Trotterized Hamiltonian
evolutions with local one-dimensional interaction (in the lat-
ter only the case d0 = d makes sense), as well as in proto-
cols for analog quantum simulation56 of local interactions, it
is customary to consider brickwork quantum circuits. For sim-
plicity, we assume space-time homogeneity57. Hence, con-
sidering a single unitary gate U 2 U(dd0) interpreted as a lin-
ear map H1 ⌦H 0

1 ! H 0
1 ⌦H1, or in explicit matrix/Dirac

notation58

Ubr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us0 j0
j s |s0i⌦ | j0i h j|⌦hs| , (1)

we define a generator (or Floquet propagator) of a brickwork
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)

Gauge symmetry:
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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els, besides spatio-temporal OTOCs the most fruitful measure
of dynamical complexity has been identified as the operator-
space entanglement entropy23. The latter quantifies the so-
called operator spreading, or growing bipartite correlations
of time-dependent local operators interpreted as elements of
tensor products of local Hilbert spaces. Moreover, it has
been shown that explicit and exact results on RMT spectral
correlations10,11, dynamical correlation functions24,25, quan-
tum quenches26, (operator) entanglement dynamics27–30, in-
formation scrambling31, and OTOCs32, can be obtained even
for local qudit circuits (with fixed local Hilbert space dimen-
sion d, say d = 2) provided the circuit, i.e. the local gates,
satisfy the so-called dual-unitarity (DU) condition24. It has
been shown that DU circuits include integrable and (gener-
ically) non-integrable (chaotic) systems24, in particular the
previously studied self-dual kicked Ising model33. Studying
space-time duality proved useful also to get important new in-
sights into the behavior of non-DU circuits34–42.

DU circuits are thus a representative class of exactly solv-
able chaotic quantum systems, very much like the baker and
cat maps in classical chaos theory43. In analogy to structural
stability of hyperbolic flows44,45 in classical chaos theory we
conjectured (and found partial evidence of)46 perturbative sta-
bility of DU quantum dynamical systems.

In this paper we propose an extension of a class of local
quantum circuits in terms of a concept of unitary interactions
round–a–face (IRF). Unitary IRF circuits can be thought of
as a complementary model to brickwork quantum circuits and
yet another realization of quantum cellular automata. Specifi-
cally, IRF gate is just a controlled (or kinetically constrained)
local unitary gate, where the control is placed on the neigbour-
ing two qudits and could hence capture the dynamics of (Flo-
quet) driven Rydberg atom chains47 or similar manipulated
systems. As a deterministic version of unitary IRF dynamics,
we should mention a rule 54 reversible cellular automaton48.
While Yang-Baxter integrable IRF models (also known as
RSOS models)49,50 can give rise to integrable quantum spin
chain Hamiltonians51, it is not clear if unitary integrable IRF
circuits can be generated beyond the singular case of classical
reversible cellular automata mentioned earlier48,52 (for which
Yang-Baxter structure is not clear at the moment anyway).
Another related integrable kinetically constrained continuous
time (Hamiltonian) dynamics has been studied in Ref.53–55.

We then extend the concept of IRF circuits to DU IRF cir-
cuits of qudits (d = 2,3 . . .). We show that, similarly as for
DU brickwork circuits, the space-time correlation functions of
any local observable supported on a pair of neighbouring sites
can be shown to be non-vanishing only along two light-rays,
where it is evaluated in terms of a pair of completely positive,
trace preserving, unital maps acting on pairs of qudits (note
that for DU brickwork circuits the correspondig maps act on a
single qudit). This map can in fact be interpreted as a classical
Markov chain as it acts non-trivially only on a (d�1)2+1 di-
mensional subspace spanned by diagonal operators with van-
ishing partial traces plus the identity operator.

We show how to completely characterise DUIRF circuits
of qubits, d = 2, and explicitly parametrize the correspond-
ing 10-dimensional manifold DUIRF(2). We also empirically
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FIG. 1. Brickwork local circuit composed of brick gates (local gate
indicated on the right) for t = 2 (depth 4). Note that the dimensions of
the even/odd local spaces could be different (indicated by thin/thick
wires). Evolution time runs bottom-up throughout the paper.

estimate dimensions of DUIRF(d) and of related DU brick
gates DUBG(d,d0) (where dimensions of local Hilbert spaces
on even and odd checkerboard sublattices of the brickwork, d
and d0 respectively, can be different), for d(d0) = 3,4,5,6,7.
It is remarkable that both sets DUIRF(d), DUBG(d,d0) have
non-uniform dimensions, i.e. the dimensions of tangent space
at different generic (random) elements of the set are differ-
ent for d,d0 � 3. Nevertheless, we find consistently that
dimDUIRF(d) > dimDUBG(d,d), locally everywhere, i.e.
for all elements of the sets. We sketch as well some other in-
teresting problems that one could approach using DUIRF cir-
cuits, most specifically the problem of spectral statistics and
the idea of the proof of RMT spectral form factor for DU IRF
circuits.

II. UNITARY IRF CIRCUITS

Let us consider a chain of even number, 2L, L2N, of qudits
(d-level quantum systems), such that the Hilbert space of the
system is given as a d2L dimensional tensor product H =
H ⌦2L

1 , H1 = Cd .
We may also consider a more general, chiral situation,

where the pair of neighboring sites have different Hilbert
space dimensions H1 = Cd , H 0

1 = Cd0 , and two isomor-
phic system Hilbert spaces (with even/odd sublattices inter-
changed), H = (H1 ⌦ H 0

1 )
⌦L, H 0 = (H 0

1 ⌦ H1)⌦L. In
many physical situations, such as when discussing periodi-
cally driven (Floquet) spin chains, or Trotterized Hamiltonian
evolutions with local one-dimensional interaction (in the lat-
ter only the case d0 = d makes sense), as well as in proto-
cols for analog quantum simulation56 of local interactions, it
is customary to consider brickwork quantum circuits. For sim-
plicity, we assume space-time homogeneity57. Hence, con-
sidering a single unitary gate U 2 U(dd0) interpreted as a lin-
ear map H1 ⌦H 0

1 ! H 0
1 ⌦H1, or in explicit matrix/Dirac

notation58

Ubr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us0 j0
j s |s0i⌦ | j0i h j|⌦hs| , (1)

we define a generator (or Floquet propagator) of a brickwork
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FIG. 2. Face local circuit composed of IRF gates (local gate indi-
cated on the bottom-right) with duration t = 3 (depth 6), using two
different notations, either in terms of controlled unitary gates (top)
or face plaquettes (bottom).

local circuit as

U = U oU e : H !H (2)

where

U e =
L

’
x=1

Ubr
2x�1,2x : H !H 0, (3)

U o =
L

’
x=1

Ubr
2x,2x+1 : H 0 !H 0,

and where the subscripts in Ubr
x,y denote the positions x,y of

two qudits (sites) where the brick gate Ubr acts non-trivially
(see Fig. 1 for an unambiguous graphical definition). Periodic
boundaries are assumed throughout: x+2L⌘ x.

Although we will use brickwork circuits later for compar-
ison, we make a twist in this paper and propose to study an-
other physics paradigm of generic local spatiotemporal dy-
namics on 1+1 dimensional lattice. Specifically, we propose
unitary face circuits where the local interactions are given
in terms of nearest-neighbor controlled (e.g., kinetically con-
strained) local unitary gates or, equivalently, in terms of uni-
tary interactions round–a–face. Here we assume all local
spaces to be isomorphic59 d = d0.

Consider a set of d2 arbitrary unitary matrices {uik 2
U(d)}i,k2{1,...,d} which define a general 2-controlled 3-qudit

unitary gate (as a unitary over H ⌦3
1 )

U IRF =
d

Â
i, j,k, j0=1

(uik)
j0
j |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (4)

Equivalently, a set of d4 amplitudes (uik)
j0
j can be understood

as defining a (unitary) IRF model (see Fig. 2). Such 3-qudit
gates, embedded into the many-body Hilbert space H as
U IRF

x�1,x,x+1 now define locally interacting unitary circuit with
the generator of the form (2), where

U e =
L

’
x=1

U IRF
2x�1,2x,2x+1, (5)

U o =
L

’
x=1

U IRF
2x,2x+1,2x+2.

Similarly to brickwork circuits (3), which behave as quan-
tum cellular automata17, namely they propagate informa-
tion/correlation by one-site per layer of the gates, one notes
the same feature for IRF circuits (5).

An example of a unitary IRF circuit is a Trotterization60,61

of the so-called PXP model62,63 beautifully modelling ki-
netically constrained Rydberg atom chains47. Specifically,
the three site Hamiltonian of the PXP model hx�1,x,x+1 =
Px�1XxPx+1, where

P =

✓
1 0
0 0

◆
X =

✓
0 1
1 0

◆
,

clearly exponentiates to a unitary IRF gate U IRF
x�1,x,x+1 =

exp(�iDthx�1,x,x+1), where Dt is the time step. Other re-
cently studied examples of unitary IRF cicruits are classi-
cal reversible cellular automata52, like the rule 5448,64,65 or
the rule 201 (‘classical PXP’)66. More broadly, unitary IRF
circuits represent a natural language to describe Floquet or
driven quantum kinetically constrained models.

It is interesting to note that both manifolds of brick and
IRF local gates share the same number of independent real
parameters (for d0 = d), specifically d4, i.e. the number of
parameters of U(d2) or the number of parameters for d2 inde-
pendent elements of U(d), respectively. However, we should
then also mention different gauge-invariance groups of these
parametrizations. While the brick gate can be transformed as

Ubr (h†⌦g†)Ubr(g⌦h), (6)

for arbitrary g2 SU(d),h2 SU(d0), to yield an equivalent cir-
cuit, the IRF gate can be gauge-transformed as

U IRF (D†⌦g†⌦D†)U IRF(D⌦g⌦D), (7)

where g 2 SU(d) arbitrary and D j0
j = d j, j0eiq j , q j 2 [0,2p), is

a diagonal phase matrix (where one of the phases q j can be
fixed without loss of generality). We thus have the following
gauge groups for the two classes of circuits

Gbr = SU(d)⌦SU(d0), for brickwork circuits, (8)

GIRF = SU(d)⌦U(1)⌦(d�1), for IRF circuits. (9)
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
d Â

i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
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i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
d Â

i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.
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of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
d Â

i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
d Â

i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 3. Definition of the folded (Heisenberg picture) brick (top)
and IRF (bottom) gate. Note that thick wires correspond to doubled
Hilbert space (ket=left, bra=right thin wire).

One may wish to investigate dynamics, entanglement prop-
agation and operator spreading in IRF circuits and compare to
existing results for brickwork circuits. Specifically, it would
be desirable to derive analogous results to19–22 for random
IRF circuits where matrices uik are independent Haar-random
U(d) matrices for all pairs of components i,k and for each
space time point. In this paper, however, we aim at investi-
gating IRF circuits with an additional structure, namely, the
dual-unitarity.

III. CORRELATION DECAY IN DUAL-UNITARY
QUANTUM LATTICE DYNAMICAL SYSTEMS

A. Spatio-temporal correlation function and folded circuit
representation

Here we set the fundamental problem of quantum dynamics
on a space-time lattice, specifically, the computation of space-
time correlation function of local observables in the tracial
(infinite temperature/maximum entropy) state. Considering a
pair of local traceless observables a,b, with ax,bx being their
embedding into H at site x, we aim at calculating

Ca,b(x,y; t) = lim
L!•

1
dimH

tr(axU
tbyU

�t). (10)

Explicit, exact or analytical computation of correlation func-
tions, being the fundamental importance in diverse areas of
condensed matter and statistical physics, represent an insur-
mountable obstacle even in the simplest (say integrable) in-
teracting theories. Nevertheless, we will show below how the
correlations can be explicitly treated in a class of generically
non-integrable cuircuit models.

In the so-called folded-circuit representation67, one de-
fines a doubled (operator) Hilbert space H op = H ⌦H ,
which can be considered as composed of doubled local spaces
H op

1 = H1 ⌦H1 ' Cd2 , and possibly different local opera-
tor space H op0

1 = H 0
1 ⌦H 0

1 ' Cd02 for even-site sublattice.
Defining doubled local brick gate over (H op

1 )⌦2 (Fig. 3-top)

W br =Ubr ⌦ (Ubr)T (11)

where T denotes the matrix transposition, and local operator

states

|aii= 1p
d Â

i, j
a j

i |ii⌦ | ji , (12)

|bii= 1p
d Â

i, j
b j

i |ii⌦ | ji , (13)

|�ii= 1p
d Â

i
|ii⌦ |ii , (14)

with possibly d replaced by d0 for even-labelled sites, one im-
mediately writes an equivalent expression for the correlation
function

Ca,b(x,y; t) = lim
L!•

hhby|W t |axii, (15)

where |axii = |�ii⌦(x�1) ⌦ |aii ⌦ |�ii⌦(L�x) and hhby| =
hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y). Here W is the operator circuit
over H op built as in Eqs.(2,3) with U’s replaced by W ’s.

Completely analogous folded circuit construction applies
also for IRF circuits, where the (folded) IRF operator gate
reads as (Fig. 3-bottom)

W IRF =U IRF ⌦ (U IRF)T (16)

which is a unitary IRF gate as well (over local Hilbert spaces
of dimension d2). Unitarity conditions for, respectively,
brick and IRF local gates can be now expressed as unitality
(schematically in Figs. 5,8-top)

W br|�ii⌦ |�ii= |�ii⌦ |�ii, (17)
hh�|⌦hh�|W br = hh�|⌦hh�|, (18)

W IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (19)
hh�|⌦hh�|⌦hh�|W IRF = hh�|⌦hh�|⌦hh�|. (20)

These rules, and the fact that the operators are traceless,
i.e. hh�|aii = hh�|bii = 0, immediately imply strict causal-
ity of the correlator, namely that the maximal speed of in-
formation propagation equals 1 (one site per circuit layer):
Ca,b(x,y; t) = 0 for |x�y|> 2t. Aside from that, the computa-
tion of the correlator Ca,b(x,y; t) for a generic local gate circuit
is believed to be hard, i.e. to have a positive Kolmogorov al-
gorithmic complexity in t.

B. Dual-unitary brickwork circuits: review

It has been noted in Ref.24 that there exist a rich class of
brickwork unitary circuits where computation of arbitrary lo-
cal correlations can be drastically simplified. These are the
so-called dual-unitary brickwork circuits which generate uni-
tary dynamics not only in time (vertical) direction, but also in
space (horizontal) direction. In other words, not only the local
brick gate Ubr (1) is unitary, but also the space-time reshuffled
gate

Ũbr =
d

Â
j, j0=1

d0

Â
s,s0=1

Us j0
j s0 |s

0i⌦ | j0i h j|⌦hs| , (21)
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is
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FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 4. Dual-unitarity: time unitarity (left) and space unitar-
ity (right) condition for the dual-unitary brick gate (element of
DUBG(d,d0)). Wires are drawn at 45� angles from the gates to stress
the space-time symmetry.

is unitary

Ũbr(Ũbr)† = . (22)

The gate Ũbr is referred to as the space-time dual of Ubr, and
the condition (22) (see Fig. 4-right) as space unitarity. The
gates which are both, time unitary and space unitary, form a
local submanifold (locally smooth subset) DUBG(d,d0) of the
Lie group U(dd0) and can be completely characterized24 for
qubits. Specifically, one can write an arbitrary dual unitary
gate for d = d0 = 2 as

DUBG(2,2) = {(u⌦ v)Sei(b +g s⌦s)(w⌦ r)}, (23)

where u,v,w,r 2 SU(2), b ,g 2 R, and s j0
j = (�1) j�1d j, j0

(Pauli-Z matrix), Si0 j0
i j = di, j0d j,i0 (SWAP, S | ji⌦ |si= |si⌦ | ji).

Counting the number of independent real parameters, one
should note that out of 3 parameters (e.g. Euler angles) deter-
mining each local SU(2) gate, two can be removed, as Euler
rotations around z�axis commute with the Ising interaction,
so one is left with dimDUBG(2,2) = 12 independent param-
eters.

Although large multi-parametric families of DU gates have
been proposed25,68,69 for d > 2, the complete characteriza-
tion of DUBG(d,d0) remains a challenging open problem (see
section IV for some empirical observations). One should
note that dual-unitarity condition is equivalent to requiring
that (SUbr)T1 is unitary, where T1 is a partial transposition.
Using the result (Theorem 3.1) of Ref.70 one can show that
DUBG(d,d0) can be identified with the set of unital chan-
nels over Cd ⌦Cd0 , whose complete characterisation is, how-
ever, still open. We note that the entangling power of such
bi-partite partial-transpose unitaries have been discussed also
in Refs.71,72.

Computation of local spatiotemporal correlation functions
of DU brickwork circuits can be largely simplified, namely it
is easy to show that both, the (time) unitarity (17,18), as well
as the space unitarity (schematically depicted in Fig. 5)

W̃ br|�ii⌦ |�ii= |�ii⌦ |�ii, (24)
hh�|⌦hh�|W̃ br = hh�|⌦hh�|, (25)

where W̃ br = Ũbr⌦(Ũbr)T imply that the expression (15) van-
ishes unless |x� y| = 2t. This is a consequence of causality
within both, space-like and time-like cones, so the correlator
can be non-vanishing only along two light-rays24. There, it is

Anni rant

that

that

FIG. 5. Compact expressions of unitarity (top) and dual unitarity
(bottom) for folded brick gates.
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FIG. 6. The non-vanishing (light-ray) contribution to correlation
function between local observables a,b for the DU brickwork circuit
– using the folded circuit formulation – (the second term of (34) for
t = 2), and the definition of the corresponding transfer matrix M�
(right).

expressed as

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bM 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bM 2t
� (a)) (26)

in terms of completely positive, trace preserving and unital
maps over End(H1), and End(H 0

1 ), respectively (see Fig. 6),

M+(a) =
1
d0 (tr⌦ I)

⇣
(Ubr)†(a⌦ )Ubr

⌘
, (27)

M�(a) =
1
d
(I⌦ tr)

⇣
(Ubr)†( ⌦a)Ubr

⌘
. (28)

I represents an identify map over the local space H (0)
1 , hence

I⌦ tr and tr⌦ I denote the partial traces. As M± are linear
non-expanding maps, their spectra are confined within the unit
disk. Depending on whether there are additional eigenvalues,
besides one eigenvalue 1 corresponding to trivial eigenvector

, which lie on the unit circle (respectively, at 1), our Floquet
circuit system is non-mixing (respectively, non-ergodic), oth-
erwise it is mixing and ergodic. It has been shown in24 (and
elaborated further in other DU models in25,73) that one can
have all different types of ergodic behavior even in the sim-
plest class of DU brickwork circuits with d = d0 = 2. In the
generic case (with probability 1 for a suitably random element
of DUBG(d,d0)) the maps M± have full rank (d2 or d02) with
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FIG. 7. Time unitarity (left) and space unitarity (right) condition for
the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly
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FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.
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FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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and unital maps over End(H ⌦2
1 ),

K+(a) =
1
d
(tr⌦ I⌦ I)

�
(U IRF)†(a⌦ )U IRF� , (35)

K�(a) =
1
d
(I⌦ I⌦ tr)

�
(U IRF)†( ⌦a)U IRF� , (36)

(see Fig. 10-right for graphical defintion of K�).
Although the maps K± act on a much larger (2-qudit) space

as M±, they also have a large trivial subspace (of eigenvalue
0) and hence can be reduced to a simpler form. This essen-
tially follows from the trivial action of the IRF gate on the
control (left and right) qudits. Let

D(| jih j0|) = d j, j0 | jih j0| (37)

represent a projector to diagonal subspace of End(H1). The
correlation maps clearly satisfy the identities (following from
diagrammatics of Fig. 10):

K+(D⌦ I) = (I⌦D)K+ = K+ , (38)
K�(I⌦D) = (D⌦ I)K� = K� .

Defining the diagonally projected maps

K 0
± = (D⌦D)K±(D⌦D), (39)

and using the projector property D2 = D , one finds that Eqs.
(38) imply, for any t 2 Z:

(D⌦D)(K±)
t(D⌦D) = (K 0

±)
t . (40)

This in turn implies that the correlation functions (26) are
given in terms of simple iteration of diagonally projected
maps

tr
�
bK t

±(a)
�
= tr

�
bd(K

0
±)

t(ad)
�

(41)

where ad = D ⌦Da, bd = D ⌦Db are diagonal (projected)
2-site observables. In fact the maps K 0

± can be identified with
the classical Markov chains. By identifying the basis { j  
| jih j|}, the explicit matrix representation of correlation maps
reads

(K 0
+)

i0 j0
i j =

1
d

���(ui j0)
i0
j

���
2
, (K 0

�)
i0 j0
i j =

1
d

���(ui0 j)
j0
i

���
2
. (42)

These matrices are bistochastic. In fact, they are bistochastic
also under the flip of indices ( j$ i0) which would correspond
to space-time flip if one composes from them a brickwork
classical Markov circuit like those studied in Ref.46, hence
they may be referred to as dual bistochastic.74

It follows from the form (42) and unitarity of uik and ũ j j0

that the map K 0
± annihilates the diagonal operators of the

form ⌦ad or ad⌦ , where ad 2 End(H1), trad = 0. Hence
K 0

± act nontrivially within a subspace spanned by and trace-
less operators supported on no less than 2 neighbouring sites,
which yields their maximal rank

max rankK± = 1+(d�1)2. (43)

The above observation also implies that all correlation
functions between single-site (ultra-local) observables vanish,

while the simplest non-trivial correlations involve two-site ob-
servables. In summary, the decay of correlation functions of
local observables in DU IRF circuits is thus completely deter-
mined by the spectra of dual bistochastic d2⇥d2 matrices K 0

±
(in fact, by their (d� 1)2 dimensional nontrivial blocks) and
the absence of nontrivial eigenvalue 1 (respectively, unimodu-
lar eigenvalue) signals ergodic (respectively, mixing) dynam-
ics.

D. Complete parametrization of dual-unitary IRF qubit gates

Let us now consider the case d = 2 with an attempt to
parametrize all DU IRF gates. We start by Euler angle
parametrization of U(2) matrices uik

uik = eifik

✓
einik cosqik eihik sinqik
�e�ihik sinqik e�inik cosqik

◆
, (44)

where fik,nik,hik,qik 2 [0,2p), i,k = 1,2, are 16 real parame-
ters (note that such parametrization is non-injective). Solving
for unitarity of ũ j j0 , defined in (31), separates nicely into two
sets of equations: The equations for qik

cos2 q11 = sin2 q12, cos2 q22 = sin2 q21,

cosq11 cosq21 + cosq12 cosq22 = 0, (45)
sinq11 sinq21 + sinq12 sinq22 = 0,

and a set of linear equations for the other variables which
fixes, say 22-components of the angles nik,hik,fik in terms
of components 11,12,21:

n22 = n12 +n21�n11,

h22 = h12 +h21�h11, (46)
f22 = f12 +f21�f11.

Eqs. (45) in turn result in expressing three qik in terms of the
fourth, say q22. There are two equivalent solutions, while
without loss of generality we take:

q11 = q22 +p, q12 = q21 = q22 +
p
2
. (47)

We thus parametrized DUIRF(2) in terms of 10 independent
free parameters {q22,n11,n12,n21,h11,h12,h21,f11,f12,f21},
hence dimDUIRF(2) = 10. Considering 4-dimensional gauge
symmetry (9) and a global (overall) phase, we have in fact
10� 4� 1 = 5 parametric set of physically inequivalent IRF
gates of qubits.

Expressing the diagonally projected transfer matrices we
obtain a simple result

K 0
+ = K 0

� =
1
2

0

BB@

cos2 q22 sin2 q22 sin2 q22 cos2 q22
sin2 q22 cos2 q22 cos2 q22 sin2 q22
sin2 q22 cos2 q22 cos2 q22 sin2 q22
cos2 q22 sin2 q22 sin2 q22 cos2 q22

1

CCA .

(48)
K 0

± have rank 2 and a single nontrivial eigenvalue l =
cos(2q22) with the corresponding left&right eigenvector
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the dual-unitary IRF gate (element of DUIRF(d)).
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FIG. 8. Compact expressions of time unitarity (top) and space uni-
tarity (bottom) for the folded IRF gates.

all eigenvalues, except the trivial one, lying strictly inside the
unit disk implying asymptotic exponential decay of correla-
tions (15) (mixing behavior) with the exponent given by the
spectral gap of M±.

C. Dual-unitary IRF circuits

In somewhat close analogy to brickwork circuits we define
DU IRF circuits, composed of IRF gate (4), for which also the
space-time dual Ũ IRF 2 End(H ⌦3

1 ):

Ũ IRF =
d

Â
i, j,k, j0=1

(u j j0)
k
i |ii⌦ | j0i⌦ |kihi|⌦h j|⌦hk| (29)

is unitary

Ũ IRF(Ũ IRF)† = . (30)

This condition is equivalent to a condition that a set of
d2 (space-time flipped) matrices ũ j j0 2 End(H1), j, j0 =
1,2 . . . ,d, defined as

(ũ j j0)
k
i := (uik)

j0
j , (31)

is unitary, ũ j j0 ũ
†
j j0 = , j, j0 = 1, . . . ,d. See Fig. 7 for a di-

agrammatic illustration of these properties. In the next sub-
section III D we provide a complete parametrization of a set
DUIRF(d) of DU IRF gates for d = 2, while in section IV we
estimate its dimensionality for larger d.

In terms of the folded IRF gate W̃ IRF = Ũ IRF ⌦ (Ũ IRF)T ,
cf. (16), the space unitarity (30) of DU IRF gate is elegantly

FIG. 9. Schematic illustration of computation of correlation func-
tion between local (2-site) observables in the folded IRF circuit for-
mulation. The yellow-shaded area indicates the intersection of tem-
poral causal cones to which the correlator can be simplified using
only unitarity (Fig. 8-top). For DU IRF circuit one can apply (all)
rules of Fig. 8 to show that such correlation function identically van-
ishes (unless the supports of operators a and b are shifted precisely
by 2t, as used in Fig. 10.

J

jAtta

jt.mn i'tht i
i

t.at'd
j

tha
a

ii
T 42

lie

a K ji
a

g
jj
i

e

iz
ra in

FIG. 10. The nonvanishing (light-ray) contribution to correlation
function between local observables a,b for the DU IRF circuit – us-
ing the folded circuit formulation – and the definition of the corre-
sponding transfer matrix K� (right).

expressed in terms of the second set of unitality conditions
(graphically encoded in Fig. 8-bottom)

W̃ IRF|�ii⌦ |�ii⌦ |�ii= |�ii⌦ |�ii⌦ |�ii, (32)
hh�|⌦hh�|⌦hh�|W̃ IRF = hh�|⌦hh�|⌦hh�|. (33)

The complete set of unitality relations (19,20,32,33) is then
facilitated to show that the correlator (15) (Fig. 9) vanishes
unless |x� y| = 2t. Without loss of generality we can now
assume that local operators are supported on two sites a,b 2
End(H ⌦2

1 ) (including single-site observables which are triv-
ial on the second site) and write |axii = |�ii⌦(x�1) ⌦ |aii ⌦
|�ii⌦(L�x�1) and hhby|= hh�|⌦(y�1)⌦hhb|⌦hh�|⌦(L�y�1).

Diagrammatically, this is illustrated in Fig. (10), where the
resulting light-cone correlators:

Ca,b(x,y; t) = dy,x+2tdmod(x,2),1 tr(bK 2t
+ (a))

+ dy,x�2tdmod(x,2),0 tr(bK 2t
� (a)) , (34)

are expressed in terms of completely positive, trace preserving
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2.5 Spectral form factor of Floquet quantum circuits

For local quantum circuits the SFF (14) can be represented diagrammatically
as follows

K(t, L) = E

[

tr(UL)
ttr(U†

L)
t
]

= E

[ ]

, (21)

where we represented the trace in the forward time sheet (trUt
L) using the

diagram (10) and that in the backward time sheet (tr (U†
L)

t) by introducing

U † = , W † = , u†
x, w

†
x = . (22)

Once again shades of the same colour denote different matrices. Note that
top and bottom lines at the same positions within both sheets are connected
because of the traces.

Folding the backward sheet (blue) underneath the forward one (red) we
write the folded circuit representation of the SFF

K(t, L) = E

[ ]

, (23)

where we introduced “doubled” or thickened wires

= , (24)

10 Bruno Bertini, Pavel Kos, Tomaž Prosen

the average couples different time layers), it can be thought of as the trace of
the product of L transfer matrices in the space direction. Specifically,

K(t, L) = E

[ ]

E

[ ]

E

[ ]

E

[ ]

E

[ ]

.

(28)
In equations this is expressed as

K(t, L) = E

[
(

trUt
L

) (

trUt
L

)∗
]

= E

[

tr (UL ⊗ U
∗
L)

t
]

= E

[

tr

(
L
∏

x=1

Ũt (x) ⊗ Ũt(x)
∗

)]

= tr
(

E

[

Ũt ⊗ Ũ
∗
t

])L

= trTL, (29)

where the tensor product operates between the two different time sheets, and
we introduced the following definitions:

(i) “Dual” Floquet operator propagating in the space-direction over the Hilbert
space H2t of 2t qudits, explicitly depending on the position x ∈ ZL:

Ũt(x) :=
∏

τ∈Zt+
1
2

ητ,t(Ũ (ux− 1
2
⊗ wT

x− 1
2

))
∏

τ∈Zt

ητ,t(W̃ (wx ⊗ uT
x )) . (30)

Here Ũ , W̃ ∈ End(H2) are the “dual” 2-body interaction gates defined via
the space-time duality mapping ˜: End(H2) → End(H2). Specifically, for
any O ∈ End(H2) with matrix elements

Oi1i2,j1j2 = 〈i1|⊗ 〈i2|O |j1〉 ⊗ |j2〉 , (31)

we define

Õjl,ik := Oij,kl, i, j, k, l ∈ {0, 1, . . . , d− 1} . (32)

We see that Ũij,kl and W̃ij,kl correspond to a particular reshuffling of the
indices of Uij,kl and Wij,kl.

(ii) SFF–transfer matrix:

T := E
[

Ũt ⊗ Ũ
∗
t

]

∈ End(H2t ⊗H2t). (33)

Note that T does not depend on position x due to the identical distribution
of (θι,x−1

2
, θι,x) for all x ∈ ZL.

Exact emergent quantum state design 

and exact projected ensemble/deep 


thermalization [Ho, Choi, PRL’22,

Ippoliti, Ho, arXiv:2204.13657]

Discrete holography, discrete CFTs

[Masanes, arXiv:2301.02825] 

Figure 1: Dynamics of flat space with a boundary of n = 20 sites. Each rectangle represents a tensor-network
state of the QCA, where black dots in a blue line are the free legs that correspond to Cq systems, and site x = 0 is
marked. At each time step t we depict the state T t

| fl
i 2 H20, and at semi-integer times t we depict TevenT btc

| fl
i,

where btc is the largest integer less than or equal to t. The sequence produces an orbit of period �t = 5. If
we approximate one of these rectangles by an infinite spatial strip, then this dynamics resembles that of General
Relativity, where the width of the spatial strip decreases until it collapses and bounces back (see [36, 37]).

Hence, we see that the even/odd location x 2 Zn plays
the role of a momentum ±2 quantum number. In sum-
mary, every perturbation in a dual-unitary circuit grows
at maximal speed towards the right, the left, or both, as
in CFT.

2.3 Free particles and quantum chaos

In order to simplify the discussion of this subsection (only)
we restrict ourselves to circuits (2) with v = u. The first
thing to do when we are given a dual unitary u = is to
obtain the spectral decomposition of the maps ⌦+ : A0 !

A1 and ⌦� : A1 ! A0, defined as

⌦+(a0) =
1

q
tr0(u0a0u

†
0
) =

1

q
a , (10)

⌦�(a1) =
1

q
tr1(u0a1u

†
0
) =

1

q
a . (11)

The eigenvectors of ⌦+ with unimodular eigenvalue
⌦+(e) = eime satisfy

TexT † = eimex+2 , (12)

for all even x. Analogously, the eigenvectors of ⌦� with
unimodular eigenvalue ⌦�(e) = eime satisfy

TexT † = eimex�2 , (13)

for all odd x. In the dual-unitary and QCA literature,
these operators are respectively called right/left-moving
solitons [35] and gliders [29]. When acting on a state,

these operators can create a free particle with velocity ±2
and quasi-mass m.

The eigenvectors ⌦±(e) = �e with eigenvalue modulus
less than one |�| < 1 grow under T in a scrambled fashion
which fills up all the lightcone. This dynamics displays
many signatures of quantum chaos, including the profile
of the spectral form factor [32–34].

2.4 Definition of conformal QCA

Let us define the family of circuits introduced and analysed
in this work. For any given dual unitary u = we define
the following time-translation operator

T = · · ·

0

0

· · · (14)

where site x = 0 is marked. Note that, for any four local
unitaries a, b, c, d, the new dual unitary

u0 = a0b1u c0d1 =
a b

c d
(15)

defines a new circuit T 0 via (14) which is equal to T up to
a local change of basis,

T 0 = (· · · a0b1d2c3a4 · · · )T (· · · a0b1d2c3a4 · · · )† .

This reminds the structure of a gauge theory, but it is not
the same.

3

where, in the regime |x| � l, the transformed coordinates
(x0, t0) can be written as

x0 =
�
1 �

1

l

�
x + 2

l t
t0 =

�
1 �

1

l

�
t + 1

2lx

�
. (26)

The label “complicated” in (25) stands for a transforma-
tion that is not purely spacetime, as in the first case. Next,
note that transformation (26) preserves Minkowski’s met-
ric up to a scale factor

(ct0)2 � x02 =

✓
1 �

2

l

◆ ⇥
(ct)2 � x2

⇤
. (27)

(Recall that the speed of light is c = 2.) Now, we can
remove the scale transformation from (26) by dividing the
new coordinates (x0, t0) by the scale factor

p
1 � 2/l, so

obtaining the pure Lorentz transformation. Once this is
done, we simplify the first equation by imposing x = 0,
obtaining

x0
p

1 � 2/l
=

2/lp
1 � 2/l

t =
v

p
1 � v2

t , (28)

where the second equality follows from the standard form
of a Lorentz transformation with velocity v and x = 0.
This second equality can be use to isolate v as a function
of l and confirm the relation (23).

In Section 5 we also define the isometry Ll : H1 ! H1,
which jointly implements a contraction and a spacetime
transformation which resembles a Lorentz boost towards
the left, with velocity v parametrised by the positive inte-
ger l as

v =
�2

p
4 � 2l + l2

. (29)

The action of Ll on a local operator a(x, t) := T taxT�t is

Lla(x, t)Ll =

⇢
a(x0, t0) for most (x, t)
complicated for a few (x, t)

(30)

where, in the regime |x| � l, the transformed coordinates
(x0, t0) can be written as

x0 =
�
1 �

1

l

�
x �

2

l t
t0 =

�
1 �

1

l

�
t �

1

2lx

�
. (31)

Note that this transformation also preserves Minkowski’s
metric up to the same scale factor

p
1 � 2/l.

Like with the scale transformations described in the pre-
vious subsection, the action of Bl and Ll becomes smooth
on operators of the form �(x, t) = T t�(x)T�t, where the
smeared operator �(x) is defined in (21). In particular we
have

Rl�(x, t)R†
l ⇡

✓
1 �

1

l

◆
�(x0, t0) (32)

for all (x, t), not just “most”, avoiding the “complicated”
cases of (25) and (30). Naturally, the coordinates (x0, t0)
in (32) satisfy (26).

Interestingly, the conjugated operators R†
l and L†

l imple-
ment a Lorentz boost together with a dilation (instead of a
contraction). And in this case, the boost directions are re-
versed: R†

l is a left boost and L†
l a right boost. Therefore,

the composition R†
l Ll produces a Lorentz transformation

without a scale transformation, but it has a non-trivial
kernel, and hence, it is not an isometry.

2.7 Two-layer conformal circuits

To simplify notation we redefine u as the coarse-grained
(dual) unitary

u = =
(33)

where the double-arrow notation encapsulates the new
symmetry uT = sus†. We also redefine q so that the
Hilbert space of a coarse-grained site has dimension q.
Now we can write the evolution operator (14) as a two-
layer circuit

T = · · · · · · (34)

In the rest of this work, our starting point is a dual unitary
u = with the symmetry uT = sus†, and the time-
translation operator (34). Note that this dynamics is more
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3 Discrete holography
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slices of 2+1 discrete geometries with metric distance de-
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3.1 Tensor-network states and dynamics
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| fl
i =

1

q5

�1 0 1 2

, (35)

where each black dot in the blue line represents a free leg
of the tensor network, and hence, a Cq system of the chain.
The label “fl” stands for “flat”. Naturally, the black dots
represent the sites of the chain Z20 in the same order, like
the marked sites x = �1, 0, 1, 2.
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FIG. 4. Derivation of the projected ensemble in random DU+ circuits. (a) Projection onto the Bell state |�↵
i is space-time dual

to a single-qubit Pauli unitary �↵. (b) Instance of a random dual-unitary circuit of depth t = 7, truncated in the space direction
at NB = 8. Squares represent dual-unitary gates, circles represent Pauli unitaries obtained from the Bell measurements. The
shaded area represents a (unitary) transfer matrix T0. (c) Schematic of U(4) (the unitary group on two qubits), DU (the
submanifold of dual-unitary gates), and G (an open subset of DU where the gates making up each circuit instance may be
sampled from). (d) Tensor network diagram for the state ⇢(k) at C, for k = 3, under space-time duality. The diagram is a stack
of k replicas of the unitary circuit (lighter gates) and k replicas of its adjoint (darker gates). The average over measurement
outcomes couples the replicas at an edge via a quantum channel D (green cylinders) repeatedly over dual-time r.

We may rewrite Eq. (21) by evolving the Kraus opera-
tors in the Heisenberg picture, K↵(r) ⌘ U

⌦k

r 0
[K↵], where

Ur 0 ⌘ Ur � Ur�2 � · · · � U2 is the unitary channel that
implements the evolution between (dual) times 0 and r.
Thus we have

⇢(k)
NB

= U
⌦k

NB 0
�D
0

NB�2
�D
0

NB�4
� · · · �D

0

0
[⇢(k)

0
] (22)

D
0

r
[⇢] =

1

4

X

↵

K↵(r)⇢K
†

↵
(r) . (23)

As the Haar moment ⇢(k)
H

is invariant under tensor-
product unitaries, we may safely drop the unitary chan-
nel U⌦k

NB 0
and focus on the dissipative part, given by

composition of the r-dependent D0
r
channels.

C. Convergence to the Haar moment

In order to prove the emergence of exact state de-
signs, we aim to show that (as NB ! 1) permutation
operators are almost always the unique fixed points of
this composition of channels [8, 9]. The outline of the
proof is as follows: first, we show that every instance

has a limit state ⇢(k)1 (Appendix D); then, we show ⇢(k)1
must commute with the time-evolved Kraus operators
of D, K↵ = (�↵

t
)⌦k; finally, we show that products

of these time-evolved K↵ operators generate the group
U(dC)⌦k ⌘ {V ⌦k : V 2 U(dC)} almost surely, i.e.,
with probability that approaches 1 as NB ! 1. (Here
dC = 2|C| = 2t+1 is the Hilbert space dimension of C.)

From this, the formation of exact designs follows precisely
from the same argument as in Ref. [8].

Theorem. The limit state ⇢(k)1 is almost always the

Haar moment ⇢(k)
H

.

Before proceeding to the proof, let us stress that the
above result does not refer to the ensemble-averaged be-
havior of the random brickwork circuits; crucially, it
holds at the level of a given circuit instance.

Proof. We bound the commutators between ⇢(k)1 and the
Kraus operators {K↵(r)} by triangle inequality,

k[⇢(k)
1

,K↵(r)]k  k[⇢(k)
1

� ⇢(k)
r

,K↵(r)]k+ k[⇢(k)
r

,K↵(r)]k

 2k⇢(k)
1

� ⇢(k)
r

k+ k[⇢(k)
r

,K↵(r)]k , (24)

where k · · · k is the trace norm and we used kABk 

kAk1kBk and kK↵(r)k1 = 1. By definition of limit
state, there exists r⇤(✏) such that for all r > r⇤(✏) the
first term is  ✏. The second term is also  ✏ due to a
Lemma proven in Appendix D. Thus the limit state must
commute, up to arbitrary accuracy ✏, with an infinite
sequence of Heisenberg-evolved operators {K↵(r) : r >
r⇤(✏)}.
In Appendix E, we show that, in almost all circuit

instances, the set {Ur 0 : r 2 2N} is dense in the
space of unitary channels (the proof proceeds by show-
ing any open set G ⇢ DU is a universal gate set in
the quantum computing sense [89]). Thus for any site
j 2 {0, . . . t} and any two unit vectors n1,2 in S2, there
almost surely exist r⇤

1,2
such that �z

t
(r⇤

1,2
) = n1,2 · �j

up to arbitrary accuracy ✏ > 0. The limit state ⇢(k)1



But here we will discuss even much simpler many-body dynamics, 
where interactions are confined to system’s boundaries…
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to a partition function defined on a quasi-one-dimensional
∼t/L × L lattice with a helical topology. The latter is eval-
uated in terms of transfer matrices which for the considered
time regime are of much smaller dimensionality than the
actual Floquet operator. We derive the asymptotic behavior of
correlations for large L and fixed t/L from the leading parts of
the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
tary under partial transposition. Supported by the numerical
computation of the leading eigenvalues for increasing t/L,
we conjecture correlations to be exponentially suppressed
for all times t > L in this case. In contrast, for generic im-
purities or generic locations of the local operators, we find
persistent revivals of correlations with period L, i.e., around
integer t/L.

I. BOUNDARY CHAOS

The models we consider are built as free brickwork quan-
tum circuits composed of swap gates on a lattice of size
L + 1 with open boundary conditions. To each lattice site
x ∈ {0, 1, . . . , L}, we assign a local Hilbert space Cq of di-
mension q giving rise to a total Hilbert space

⊗
x C

q ∼= CN ,
where N = qL+1. We argue that ergodicity and scrambling
may be induced by replacing the swap gate acting on the
first two lattice sites by an impurity interaction, i.e., a generic
unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
circuit layout as U = U2U1 ∈ End(CN ) with

U1 =
$L/2%∏

i=1

P2i−1,2i, U2 = U0,1

$(L−1)/2%∏

i=1

P2i,2i+1, (1)

where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
The resulting circuit is found to exhibit quantum chaos in the
spectral sense as its spectral statistics match random matrix
theory for typical U , see Appendix B. Here, however, we are
interested in ergodicity and mixing in the sense of the decay
of dynamical correlations,

Cab(t ) = 1
N

tr(U−t a0U t b0), (2)

between local operators a0 and b0 acting as traceless Hermi-
tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
and trivially otherwise. We treat local operators acting non-
trivially on arbitrary lattice sites in Sec. V. Note, that the
normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
librium state in Floquet systems.

We cast the Heisenberg time evolution of operators into
a quantum circuit formulation with enlarged local Hilbert
spaces allowing for a diagrammatic representation: the so-
called folded picture [34,35] which we introduce in the
following. To this end, we employ the unitary [with respect to
the Hilbert-Schmidt scalar product on End(Cq)] operator-to-
state mapping by bilinear extension of End(Cq) ' |m〉 〈n| *→
|m〉 ⊗ |n〉 ∈ Cq ⊗ Cq ∼= Cq2

. Here {|n〉 |n = 1, . . . , q} is the
canonical basis of Cq. We write |a〉 for the image of an

operator a and, specifically, |◦〉 for the image of q−1/21q.
Via tensor multiplication, the vectorization mapping extends
to an isomorphism End((Cq)⊗(L+1)) ∼= (Cq2

)⊗(L+1) while the
Heisenberg time evolution is cast into a quantum circuit for-
mulation. This yields a Floquet operator W = W1W2 acting
on the lattice (of size L + 1) of q2-dits, with

W2 = W0,1

∏

i

S2i,2i+1, W1 =
∏

i

S2i−1,2i, (3)

where the folded local gates are defined as S = P ⊗ P and
W = U † ⊗ U T.

We obtain a diagrammatic representation [36] for cor-
relation functions (2) by introducing the graphical notation
S = and W = for the local gates of the circuit as well

as |a〉 = a and |◦〉 = , for vectorized operators. Then the
circuit formulation of Heisenberg time evolution is used to
recast Eq. (2) as a particular tensor network with a nontrivial
boundary:

Cab(t) = b0|Wt |a0 =

a

b

t

L + 1

. (4)

II. MAPPING TO HELICAL CIRCUIT

To evaluate Eq. (4) we map the (L + 1) × t tensor network
representing the correlation function to a partition function on
a (τ + 1) × L lattice with the topology of a helix. The non-
negative integer τ is defined by writing time as t = Lτ + δ
with remainder δ ∈ {0, 1, . . . L − 1}. The partition function
can then be expressed by transfer matrices Tτ ∈ End((Cq2

)⊗τ )
given as matrix product operators whereas the helix topology
as well as the initial and final operators are encoded by a shift
operator Cab,τ ∈ End((Cq2

)⊗τ ) with fixed boundary conditions
a and b, respectively. Both Tτ and Cab,τ are most conveniently
defined using their diagrammatic representation (here for τ =
4) as

Tτ = , where = = V, (5)

Cab,τ =
a b

τ

.
(6)

Using this definition, we obtain for the dynamical correlation
function (2),

Cab(t ) = tr
([

T L−δ
τ ⊗ 1q2

]
T δ

τ+1Cab,τ+1
)

(7)
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actual Floquet operator. We derive the asymptotic behavior of
correlations for large L and fixed t/L from the leading parts of
the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
tary under partial transposition. Supported by the numerical
computation of the leading eigenvalues for increasing t/L,
we conjecture correlations to be exponentially suppressed
for all times t > L in this case. In contrast, for generic im-
purities or generic locations of the local operators, we find
persistent revivals of correlations with period L, i.e., around
integer t/L.
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x ∈ {0, 1, . . . , L}, we assign a local Hilbert space Cq of di-
mension q giving rise to a total Hilbert space
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q ∼= CN ,
where N = qL+1. We argue that ergodicity and scrambling
may be induced by replacing the swap gate acting on the
first two lattice sites by an impurity interaction, i.e., a generic
unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
circuit layout as U = U2U1 ∈ End(CN ) with

U1 =
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P2i−1,2i, U2 = U0,1

$(L−1)/2%∏
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P2i,2i+1, (1)

where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
The resulting circuit is found to exhibit quantum chaos in the
spectral sense as its spectral statistics match random matrix
theory for typical U , see Appendix B. Here, however, we are
interested in ergodicity and mixing in the sense of the decay
of dynamical correlations,

Cab(t ) = 1
N

tr(U−t a0U t b0), (2)

between local operators a0 and b0 acting as traceless Hermi-
tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
and trivially otherwise. We treat local operators acting non-
trivially on arbitrary lattice sites in Sec. V. Note, that the
normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
librium state in Floquet systems.

We cast the Heisenberg time evolution of operators into
a quantum circuit formulation with enlarged local Hilbert
spaces allowing for a diagrammatic representation: the so-
called folded picture [34,35] which we introduce in the
following. To this end, we employ the unitary [with respect to
the Hilbert-Schmidt scalar product on End(Cq)] operator-to-
state mapping by bilinear extension of End(Cq) ' |m〉 〈n| *→
|m〉 ⊗ |n〉 ∈ Cq ⊗ Cq ∼= Cq2

. Here {|n〉 |n = 1, . . . , q} is the
canonical basis of Cq. We write |a〉 for the image of an

operator a and, specifically, |◦〉 for the image of q−1/21q.
Via tensor multiplication, the vectorization mapping extends
to an isomorphism End((Cq)⊗(L+1)) ∼= (Cq2

)⊗(L+1) while the
Heisenberg time evolution is cast into a quantum circuit for-
mulation. This yields a Floquet operator W = W1W2 acting
on the lattice (of size L + 1) of q2-dits, with

W2 = W0,1

∏
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S2i,2i+1, W1 =
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S2i−1,2i, (3)

where the folded local gates are defined as S = P ⊗ P and
W = U † ⊗ U T.

We obtain a diagrammatic representation [36] for cor-
relation functions (2) by introducing the graphical notation
S = and W = for the local gates of the circuit as well

as |a〉 = a and |◦〉 = , for vectorized operators. Then the
circuit formulation of Heisenberg time evolution is used to
recast Eq. (2) as a particular tensor network with a nontrivial
boundary:

Cab(t) = b0|Wt |a0 =

a

b

t

L + 1

. (4)

II. MAPPING TO HELICAL CIRCUIT

To evaluate Eq. (4) we map the (L + 1) × t tensor network
representing the correlation function to a partition function on
a (τ + 1) × L lattice with the topology of a helix. The non-
negative integer τ is defined by writing time as t = Lτ + δ
with remainder δ ∈ {0, 1, . . . L − 1}. The partition function
can then be expressed by transfer matrices Tτ ∈ End((Cq2

)⊗τ )
given as matrix product operators whereas the helix topology
as well as the initial and final operators are encoded by a shift
operator Cab,τ ∈ End((Cq2

)⊗τ ) with fixed boundary conditions
a and b, respectively. Both Tτ and Cab,τ are most conveniently
defined using their diagrammatic representation (here for τ =
4) as

Tτ = , where = = V, (5)

Cab,τ =
a b

τ
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(6)

Using this definition, we obtain for the dynamical correlation
function (2),
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actual Floquet operator. We derive the asymptotic behavior of
correlations for large L and fixed t/L from the leading parts of
the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
tary under partial transposition. Supported by the numerical
computation of the leading eigenvalues for increasing t/L,
we conjecture correlations to be exponentially suppressed
for all times t > L in this case. In contrast, for generic im-
purities or generic locations of the local operators, we find
persistent revivals of correlations with period L, i.e., around
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may be induced by replacing the swap gate acting on the
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unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
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U1 =
$L/2%∏

i=1
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where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
The resulting circuit is found to exhibit quantum chaos in the
spectral sense as its spectral statistics match random matrix
theory for typical U , see Appendix B. Here, however, we are
interested in ergodicity and mixing in the sense of the decay
of dynamical correlations,
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between local operators a0 and b0 acting as traceless Hermi-
tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
and trivially otherwise. We treat local operators acting non-
trivially on arbitrary lattice sites in Sec. V. Note, that the
normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
librium state in Floquet systems.

We cast the Heisenberg time evolution of operators into
a quantum circuit formulation with enlarged local Hilbert
spaces allowing for a diagrammatic representation: the so-
called folded picture [34,35] which we introduce in the
following. To this end, we employ the unitary [with respect to
the Hilbert-Schmidt scalar product on End(Cq)] operator-to-
state mapping by bilinear extension of End(Cq) ' |m〉 〈n| *→
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operator a and, specifically, |◦〉 for the image of q−1/21q.
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to an isomorphism End((Cq)⊗(L+1)) ∼= (Cq2
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where the folded local gates are defined as S = P ⊗ P and
W = U † ⊗ U T.

We obtain a diagrammatic representation [36] for cor-
relation functions (2) by introducing the graphical notation
S = and W = for the local gates of the circuit as well

as |a〉 = a and |◦〉 = , for vectorized operators. Then the
circuit formulation of Heisenberg time evolution is used to
recast Eq. (2) as a particular tensor network with a nontrivial
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To evaluate Eq. (4) we map the (L + 1) × t tensor network
representing the correlation function to a partition function on
a (τ + 1) × L lattice with the topology of a helix. The non-
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the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
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tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
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normalized trace corresponds to taking averages with respect
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uated in terms of transfer matrices which for the considered
time regime are of much smaller dimensionality than the
actual Floquet operator. We derive the asymptotic behavior of
correlations for large L and fixed t/L from the leading parts of
the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
tary under partial transposition. Supported by the numerical
computation of the leading eigenvalues for increasing t/L,
we conjecture correlations to be exponentially suppressed
for all times t > L in this case. In contrast, for generic im-
purities or generic locations of the local operators, we find
persistent revivals of correlations with period L, i.e., around
integer t/L.

I. BOUNDARY CHAOS

The models we consider are built as free brickwork quan-
tum circuits composed of swap gates on a lattice of size
L + 1 with open boundary conditions. To each lattice site
x ∈ {0, 1, . . . , L}, we assign a local Hilbert space Cq of di-
mension q giving rise to a total Hilbert space

⊗
x C

q ∼= CN ,
where N = qL+1. We argue that ergodicity and scrambling
may be induced by replacing the swap gate acting on the
first two lattice sites by an impurity interaction, i.e., a generic
unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
circuit layout as U = U2U1 ∈ End(CN ) with

U1 =
$L/2%∏

i=1

P2i−1,2i, U2 = U0,1

$(L−1)/2%∏

i=1

P2i,2i+1, (1)

where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
The resulting circuit is found to exhibit quantum chaos in the
spectral sense as its spectral statistics match random matrix
theory for typical U , see Appendix B. Here, however, we are
interested in ergodicity and mixing in the sense of the decay
of dynamical correlations,

Cab(t ) = 1
N

tr(U−t a0U t b0), (2)

between local operators a0 and b0 acting as traceless Hermi-
tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
and trivially otherwise. We treat local operators acting non-
trivially on arbitrary lattice sites in Sec. V. Note, that the
normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
librium state in Floquet systems.

We cast the Heisenberg time evolution of operators into
a quantum circuit formulation with enlarged local Hilbert
spaces allowing for a diagrammatic representation: the so-
called folded picture [34,35] which we introduce in the
following. To this end, we employ the unitary [with respect to
the Hilbert-Schmidt scalar product on End(Cq)] operator-to-
state mapping by bilinear extension of End(Cq) ' |m〉 〈n| *→
|m〉 ⊗ |n〉 ∈ Cq ⊗ Cq ∼= Cq2

. Here {|n〉 |n = 1, . . . , q} is the
canonical basis of Cq. We write |a〉 for the image of an

operator a and, specifically, |◦〉 for the image of q−1/21q.
Via tensor multiplication, the vectorization mapping extends
to an isomorphism End((Cq)⊗(L+1)) ∼= (Cq2

)⊗(L+1) while the
Heisenberg time evolution is cast into a quantum circuit for-
mulation. This yields a Floquet operator W = W1W2 acting
on the lattice (of size L + 1) of q2-dits, with

W2 = W0,1

∏

i

S2i,2i+1, W1 =
∏

i

S2i−1,2i, (3)

where the folded local gates are defined as S = P ⊗ P and
W = U † ⊗ U T.

We obtain a diagrammatic representation [36] for cor-
relation functions (2) by introducing the graphical notation
S = and W = for the local gates of the circuit as well

as |a〉 = a and |◦〉 = , for vectorized operators. Then the
circuit formulation of Heisenberg time evolution is used to
recast Eq. (2) as a particular tensor network with a nontrivial
boundary:

Cab(t) = b0|Wt |a0 =

a

b

t

L + 1

. (4)

II. MAPPING TO HELICAL CIRCUIT

To evaluate Eq. (4) we map the (L + 1) × t tensor network
representing the correlation function to a partition function on
a (τ + 1) × L lattice with the topology of a helix. The non-
negative integer τ is defined by writing time as t = Lτ + δ
with remainder δ ∈ {0, 1, . . . L − 1}. The partition function
can then be expressed by transfer matrices Tτ ∈ End((Cq2

)⊗τ )
given as matrix product operators whereas the helix topology
as well as the initial and final operators are encoded by a shift
operator Cab,τ ∈ End((Cq2

)⊗τ ) with fixed boundary conditions
a and b, respectively. Both Tτ and Cab,τ are most conveniently
defined using their diagrammatic representation (here for τ =
4) as

Tτ = , where = = V, (5)

Cab,τ =
a b

τ

.
(6)

Using this definition, we obtain for the dynamical correlation
function (2),

Cab(t ) = tr
([

T L−δ
τ ⊗ 1q2

]
T δ

τ+1Cab,τ+1
)

(7)
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the transfer matrices’ spectra and find exponential suppression
of correlations in L for impurity interactions that remain uni-
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integer t/L.

I. BOUNDARY CHAOS

The models we consider are built as free brickwork quan-
tum circuits composed of swap gates on a lattice of size
L + 1 with open boundary conditions. To each lattice site
x ∈ {0, 1, . . . , L}, we assign a local Hilbert space Cq of di-
mension q giving rise to a total Hilbert space

⊗
x C

q ∼= CN ,
where N = qL+1. We argue that ergodicity and scrambling
may be induced by replacing the swap gate acting on the
first two lattice sites by an impurity interaction, i.e., a generic
unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
circuit layout as U = U2U1 ∈ End(CN ) with

U1 =
$L/2%∏

i=1

P2i−1,2i, U2 = U0,1

$(L−1)/2%∏

i=1

P2i,2i+1, (1)

where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
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normalized trace corresponds to taking averages with respect
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normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
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mension q giving rise to a total Hilbert space

⊗
x C

q ∼= CN ,
where N = qL+1. We argue that ergodicity and scrambling
may be induced by replacing the swap gate acting on the
first two lattice sites by an impurity interaction, i.e., a generic
unitary U ∈ U(q2). We refer to this setup as boundary chaos.
Formally, we define the Floquet operator corresponding to this
circuit layout as U = U2U1 ∈ End(CN ) with

U1 =
$L/2%∏

i=1

P2i−1,2i, U2 = U0,1

$(L−1)/2%∏

i=1

P2i,2i+1, (1)

where Pi, j (Ui, j) denotes the unitary gate acting nontrivially as
the swap P (interaction U ) on sites i, j, and trivially otherwise.
The resulting circuit is found to exhibit quantum chaos in the
spectral sense as its spectral statistics match random matrix
theory for typical U , see Appendix B. Here, however, we are
interested in ergodicity and mixing in the sense of the decay
of dynamical correlations,

Cab(t ) = 1
N

tr(U−t a0U t b0), (2)

between local operators a0 and b0 acting as traceless Hermi-
tian operators a and b ∈ End(Cq) on lattice site 0, respectively,
and trivially otherwise. We treat local operators acting non-
trivially on arbitrary lattice sites in Sec. V. Note, that the
normalized trace corresponds to taking averages with respect
to the invariant infinite temperature state, which constitutes
the natural, and in the generic case of ergodicity, unique equi-
librium state in Floquet systems.

We cast the Heisenberg time evolution of operators into
a quantum circuit formulation with enlarged local Hilbert
spaces allowing for a diagrammatic representation: the so-
called folded picture [34,35] which we introduce in the
following. To this end, we employ the unitary [with respect to
the Hilbert-Schmidt scalar product on End(Cq)] operator-to-
state mapping by bilinear extension of End(Cq) ' |m〉 〈n| *→
|m〉 ⊗ |n〉 ∈ Cq ⊗ Cq ∼= Cq2

. Here {|n〉 |n = 1, . . . , q} is the
canonical basis of Cq. We write |a〉 for the image of an

operator a and, specifically, |◦〉 for the image of q−1/21q.
Via tensor multiplication, the vectorization mapping extends
to an isomorphism End((Cq)⊗(L+1)) ∼= (Cq2

)⊗(L+1) while the
Heisenberg time evolution is cast into a quantum circuit for-
mulation. This yields a Floquet operator W = W1W2 acting
on the lattice (of size L + 1) of q2-dits, with

W2 = W0,1

∏

i

S2i,2i+1, W1 =
∏

i

S2i−1,2i, (3)

where the folded local gates are defined as S = P ⊗ P and
W = U † ⊗ U T.

We obtain a diagrammatic representation [36] for cor-
relation functions (2) by introducing the graphical notation
S = and W = for the local gates of the circuit as well

as |a〉 = a and |◦〉 = , for vectorized operators. Then the
circuit formulation of Heisenberg time evolution is used to
recast Eq. (2) as a particular tensor network with a nontrivial
boundary:

Cab(t) = b0|Wt |a0 =

a

b

t

L + 1

. (4)

II. MAPPING TO HELICAL CIRCUIT

To evaluate Eq. (4) we map the (L + 1) × t tensor network
representing the correlation function to a partition function on
a (τ + 1) × L lattice with the topology of a helix. The non-
negative integer τ is defined by writing time as t = Lτ + δ
with remainder δ ∈ {0, 1, . . . L − 1}. The partition function
can then be expressed by transfer matrices Tτ ∈ End((Cq2

)⊗τ )
given as matrix product operators whereas the helix topology
as well as the initial and final operators are encoded by a shift
operator Cab,τ ∈ End((Cq2

)⊗τ ) with fixed boundary conditions
a and b, respectively. Both Tτ and Cab,τ are most conveniently
defined using their diagrammatic representation (here for τ =
4) as

Tτ = , where = = V, (5)

Cab,τ =
a b

τ

.
(6)

Using this definition, we obtain for the dynamical correlation
function (2),

Cab(t ) = tr
([

T L−δ
τ ⊗ 1q2

]
T δ

τ+1Cab,τ+1
)

(7)
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=

a b

δ
L

τ + 1

, (8)

which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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=

a b

δ
L

τ + 1

, (8)

which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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=

a b

δ
L

τ + 1

, (8)

which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
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) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
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acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑
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|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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a b

δ
L

τ + 1
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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=

a b

δ
L
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, (8)

which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially

014210-3

with eigenspace projectors 

BOUNDARY CHAOS PHYSICAL REVIEW E 106, 014210 (2022)

=

a b

δ
L

τ + 1
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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FIG. 1. Distribution p(|λ|) of (a) the largest nontrivial eigenvalue
λ0 and (b) the largest relevant eigenvalue λ1 for T-dual impurity
interactions for q = 2, 3, 4 (with corresponding τ given by (a) τ =
10, 6, 4 and (b) τ = 6, 4, 3). (c) depicts the distribution p(|λ|) of
the largest nontrivial eigenvalue λ0 for generic impurity interactions
for q = 2, 3, 4 (with corresponding τ given by τ = 10, 6, 4). Dotted
lines correspond to |λ0| = 1/q. All histograms are created from
>1000 realizations with Haar random U in the generic case, and U
with Haar random local unitaries u±, v± and fixed J = 1/2 in the
T-dual case; see Eq. (11).

following from tr(a) = tr(b) = 0; see Appendix E for de-
tails. This justifies the notion of relevant eigenvalues, as only
the eigenvalues relevant at τ and τ + 1 contribute to the
correlation functions (8). Their asymptotic scaling is hence
determined by the leading relevant eigenvalues of Tτ and Tτ+1,
respectively. Assuming unique leading relevant eigenvalues
λ1 and σ1, the correlations scale as

Cab(t ) ∼ λL−δ
1 σ δ

1

( 〈
lλ1

∣∣ ⊗ 〈b|
) ∣∣rσ1

〉 〈
lσ1

∣∣ ( |a〉 ⊗
∣∣rλ1

〉 )
(15)

if both L − δ and δ are large. Here the factors involving the
scalar products of eigenvectors as well as initial and final op-
erators depend on τ only but not on L and δ. Hence, for fixed
τ ! 1 and arbitrary δ correlations are bounded by |Cab(t )| "
const × (max{|λ1|, |σ1|})L, implying exponential suppression
of correlations in large but finite systems for t > L, provided
there is a spectral gap, i.e., |λ1| < 1, |σ1| < 1. By numerically
computing both the leading nontrivial eigenvalue λ0 and the
leading relevant eigenvalue λ1 for the respective largest ac-
cessible system sizes, we confirm that, with probability one,
the leading (relevant) eigenvalues have modulus smaller than
one. For this, we choose more than 1000 realizations with
fixed J = 1/2 and Haar random u±, v± ∈ U(q), see Eq. (11).
The corresponding probability densities p(|λ|) are depicted
in Figs. 1(a) and 1(b). For q ∈ {3, 4}, the probability density
p(|λ|) approaches zero for |λ| → 1 for both the leading non-
trivial and leading relevant eigenvalue. Although this is not the
case for qubits, q = 2, we found no instance for which |λ1| =
1. This difference between qubits, q = 2 and q ! 3, might be
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FIG. 2. Autocorrelation functions Caa(t ) for (a) T-dual and
(b) generic impurities for qubits, q = 2, and a = σz via Eq. (7). Lines
correspond to system sizes (top to bottom) L = 10 (blue), L = 50
(red), L = 100 (orange), L = 150 (green), and L = 200 (magenta).
Blue circles denote correlation functions obtained from exact diago-
nalization at L = 10. Dashed lines depict the asymptotic scaling from
(a) Eq. (15) and (b) ∼σ δ

0 with fitted prefactor.

related due the fact that T-dual impurity interactions cannot
be maximally entangling as their entangling power is strictly
smaller than the maximal possible value [8,37]. In contrast,
for larger q the impurity interaction may exhibit the maximal
possible entangling power. Further note that p(|λ|) depends
only weakly on τ , i.e., the distributions depicted in Fig. 1 do
not change significantly with τ . We therefore conclude that the
exponential suppression of correlation functions with system
size is a generic feature of the boundary-chaos model in the
case of T-dual impurities.

This is also depicted in Fig. 2(a), where correlations for
a representative example system are shown for system sizes
between L = 10 and L = 200, clearly demonstrating the ex-
ponential dependence of correlations on L. In particular, for
L = 200 we find good qualitative agreement with the asymp-
totic result (15). Here the computationally maximal accessible
system size is restricted by machine precision due to the
exponential suppression. In particular, for sufficiently small
leading relevant eigenvalues, correlations for much larger sys-
tem sizes than L = 200 can be obtained. Time intervals in
which correlations decay with t correspond to τ for which
|λ1| > |σ1| while growing correlations correspond to |σ1| >
|λ1|. Corrections to the asymptotic scaling are dominated
by the next to leading relevant eigenvalues λ2 and σ2 of
Tτ and Tτ+1 and are of the order (λ2/λ1)L−δ (σ2/σ1)δ . Note
that the gap between the leading and subleading eigenvalues
will, in general, shrink as τ grows. In any case, devia-
tions to the asymptotic scaling are most prominent when
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T-dual case; see Eq. (11).

following from tr(a) = tr(b) = 0; see Appendix E for de-
tails. This justifies the notion of relevant eigenvalues, as only
the eigenvalues relevant at τ and τ + 1 contribute to the
correlation functions (8). Their asymptotic scaling is hence
determined by the leading relevant eigenvalues of Tτ and Tτ+1,
respectively. Assuming unique leading relevant eigenvalues
λ1 and σ1, the correlations scale as

Cab(t ) ∼ λL−δ
1 σ δ
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if both L − δ and δ are large. Here the factors involving the
scalar products of eigenvectors as well as initial and final op-
erators depend on τ only but not on L and δ. Hence, for fixed
τ ! 1 and arbitrary δ correlations are bounded by |Cab(t )| "
const × (max{|λ1|, |σ1|})L, implying exponential suppression
of correlations in large but finite systems for t > L, provided
there is a spectral gap, i.e., |λ1| < 1, |σ1| < 1. By numerically
computing both the leading nontrivial eigenvalue λ0 and the
leading relevant eigenvalue λ1 for the respective largest ac-
cessible system sizes, we confirm that, with probability one,
the leading (relevant) eigenvalues have modulus smaller than
one. For this, we choose more than 1000 realizations with
fixed J = 1/2 and Haar random u±, v± ∈ U(q), see Eq. (11).
The corresponding probability densities p(|λ|) are depicted
in Figs. 1(a) and 1(b). For q ∈ {3, 4}, the probability density
p(|λ|) approaches zero for |λ| → 1 for both the leading non-
trivial and leading relevant eigenvalue. Although this is not the
case for qubits, q = 2, we found no instance for which |λ1| =
1. This difference between qubits, q = 2 and q ! 3, might be
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related due the fact that T-dual impurity interactions cannot
be maximally entangling as their entangling power is strictly
smaller than the maximal possible value [8,37]. In contrast,
for larger q the impurity interaction may exhibit the maximal
possible entangling power. Further note that p(|λ|) depends
only weakly on τ , i.e., the distributions depicted in Fig. 1 do
not change significantly with τ . We therefore conclude that the
exponential suppression of correlation functions with system
size is a generic feature of the boundary-chaos model in the
case of T-dual impurities.

This is also depicted in Fig. 2(a), where correlations for
a representative example system are shown for system sizes
between L = 10 and L = 200, clearly demonstrating the ex-
ponential dependence of correlations on L. In particular, for
L = 200 we find good qualitative agreement with the asymp-
totic result (15). Here the computationally maximal accessible
system size is restricted by machine precision due to the
exponential suppression. In particular, for sufficiently small
leading relevant eigenvalues, correlations for much larger sys-
tem sizes than L = 200 can be obtained. Time intervals in
which correlations decay with t correspond to τ for which
|λ1| > |σ1| while growing correlations correspond to |σ1| >
|λ1|. Corrections to the asymptotic scaling are dominated
by the next to leading relevant eigenvalues λ2 and σ2 of
Tτ and Tτ+1 and are of the order (λ2/λ1)L−δ (σ2/σ1)δ . Note
that the gap between the leading and subleading eigenvalues
will, in general, shrink as τ grows. In any case, devia-
tions to the asymptotic scaling are most prominent when
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FIG. 3. Probability p(|λ0(τ + 1)| > |λ0(τ )|), i.e., for the largest
nontrivial eigenvalue to grow when advancing from τ to τ + 1 for
various q and for both the T-dual and the generic case. Here we
use more than 2000 realizations and 500 for the largest accessible
values of τ , respectively, from the same ensembles as used for Fig. 1.
The maximum system size is given by τ + 1 = 11, τ + 1 = 8, and
τ + 1 = 5 for q = 2, 3, 4, respectively. In particular, for q = 2, 3
the probability is found to be zero, when there is no bar depicted.
For q = 4, this holds only up to τ = 4 as we compute the leading
eigenvalue only up to τ + 1 = 5.

t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)

=

a

b

δ

τ + 1

.
(17)
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nontrivial eigenvalue to grow when advancing from τ to τ + 1 for
various q and for both the T-dual and the generic case. Here we
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The maximum system size is given by τ + 1 = 11, τ + 1 = 8, and
τ + 1 = 5 for q = 2, 3, 4, respectively. In particular, for q = 2, 3
the probability is found to be zero, when there is no bar depicted.
For q = 4, this holds only up to τ = 4 as we compute the leading
eigenvalue only up to τ + 1 = 5.

t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)

=

a

b

δ

τ + 1

.
(17)
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values of τ , respectively, from the same ensembles as used for Fig. 1.
The maximum system size is given by τ + 1 = 11, τ + 1 = 8, and
τ + 1 = 5 for q = 2, 3, 4, respectively. In particular, for q = 2, 3
the probability is found to be zero, when there is no bar depicted.
For q = 4, this holds only up to τ = 4 as we compute the leading
eigenvalue only up to τ + 1 = 5.

t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)

=

a

b

δ

τ + 1

.
(17)
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For q = 4, this holds only up to τ = 4 as we compute the leading
eigenvalue only up to τ + 1 = 5.

t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)
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t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)
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=

a b

δ
L

τ + 1

, (8)

which can be verified by tracing the wires corresponding to
the swap gates in the diagrammatic representation (4); see
Appendix C for a formal derivation. Intuitively, the two dif-
ferent tensor network representations (4) and (8) are related as
follows: The nontrivial local operator a in the bottom left cor-
ner of the network (4) might be scattered into the bulk (swap)
part of the network by the impurity at t = 1. Subsequently, it
travels freely forth and back through the system in time t = L
until the corresponding wire runs into an impurity interaction
at the boundary again. In the helical network (8), this process
corresponds to the operator traveling from left to right. Conse-
quently, the transfer matrices Tτ describe the process of local
operators freely traveling forth and back through the bulk of
the network (4) τ times along the wires corresponding to the
swap gates and being scattered back, whenever these wires hit
the impurity at the boundary. Additionally, instead of being
scattered into the bulk, the local operator a might just travel
along the boundary in the network (4). This corresponds to the
operator traveling from bottom to top in the helical network.

From the computational complexity point of view, we re-
placed direct computation of correlation functions, which is
linear in t and exponential in L, by transfer matrix contraction
of the tensor network (8), which is linear in L and exponential
in τ ≈ t/L. Hence Eqs. (7) and (8) allow us to efficiently
determine the initial dynamics of correlation functions up to
times t = τL for not too large fixed τ for system sizes L much
larger than what is accessible by direct methods. Figure 2
depicts a representative example for L = 200.

Moreover, the above Eqs. (7) and (8) suggest that the
asymptotic scaling of Cab(τL + δ) for both L − δ and δ be-
ing large is dominated by the leading eigenvalues of Tτ and
Tτ+1. Hence we describe the spectral properties of the transfer
matrices Tτ in the following. Tτ is a vectorization of a quan-
tum channel, a nonexpanding map, with spectrum spec(Tτ )
contained in the complex unit disk [20]. Its eigenvalues are
either real or come in complex conjugate pairs, and Tτ is,
in general, not diagonalizable, but exhibits nontrivial Jordan
blocks. Unitarity of interaction U implying unitality of the
folded gate V , i.e.,

= and = (9)

guarantees that there is always the trivial (left and right) eigen-
vector |◦〉⊗τ with trivial eigenvalue 1 ∈ spec(Tτ ). Moreover,
unitality of V implies that the spectra of transfer matrices grow
with τ , i.e., spec(Tτ ) ⊆ spec(Tτ+1).

III. T-DUAL IMPURITIES

To be able to analyze the nontrivial eigenvectors as well,
we first assume folded gates V to be dual unitary [7]. More

precisely, upon exchanging the role of space and time, the
folded gate V remains unitary (unital), which might be ex-
pressed as

= and = . (10)

Note, that dual unitarity of V is equivalent to the impurity
interaction U being T-dual [8], i.e., the partial transpose with
respect to the first (or equivalently the second) site of U being
unitary. Such gates can be parameterized as [7]

U = (u+ ⊗ u−) exp(iJσq2−1 ⊗ σq2−1)(v+ ⊗ v−), (11)

with σi the generalized Gell-Mann matrices, J ∈ [0,π/4] and
u±, v± ∈ U(q). This parametrization is exhaustive for q = 2
only.

For T-dual impurities and hence dual-unitary gates V , we
observe that Tτ is generically diagonalizable. Moreover, the
structure of nontrivial eigenvectors of Tτ can be described in
some detail. For the right (left) eigenvector |rλ〉 (〈lλ|) with
eigenvalue λ, 〈lλ| Tτ = λ 〈lλ|, Tτ |rλ〉 = λ |rλ〉, also the vector

|rλ, s〉 = |◦〉⊗s ⊗ |rλ〉 ⊗ |◦〉⊗ρ−τ−s (12)

(and analogous expression for 〈lλ, s|), with s ∈ {0, . . . , ρ − τ }
is a right (left) eigenvector of Tρ for ρ > τ corresponding to
the same eigenvalue. Consequently, spec(Tτ ) ⊆ spec(Tτ+1).
For each eigenvalue λ, there is thus an integer τλ such that
λ ∈ spec(Tτλ

) but λ /∈ spec(Tτλ−1). The corresponding eigen-
vector (eigenoperator) has full support on the lattice on which
Tτλ

acts. We use the notation |rλ〉 (〈lλ|) exclusively for the right
(left) eigenvector of Tτλ

and write |rλ, s〉 (〈lλ, s|) for the right
(left) eigenvectors of Tτ for τ > τλ. We call such eigenvalues
with τλ = τ relevant at τ and denote the leading (largest)
relevant eigenvalue by λ1. Furthermore, we denote the lead-
ing nontrivial eigenvalue of Tτ by λ0 giving |λ1| ! |λ0| ! 1,
where 1 is the trivial eigenvalue. Assuming no accidental
degeneracies the eigenvalue λ is (τ − τλ + 1)-fold degener-
ate. The projection Pλ,τ for given τ onto the corresponding
eigenspace can be constructed as follows: For each ρ ! τ ,
we can choose the left and right eigenvectors corresponding
to fixed τλ = ρ to be biorthogonal, i.e., 〈lλ|rλ′ 〉 = δλ,λ′ . This
guarantees that the vectors 〈lλ, s|, |rλ′ , s〉 are biorthogonal, i.e.,
〈lλ, s|rλ′, s′〉 = δs,s′δλ,λ′ . The projections onto the correspond-
ing eigenspaces are given by

Pλ,τ =
τ−τλ∑

s=0

|rλ, s〉 〈lλ, s| (13)

for nontrivial eigenvalues and P1,τ = |◦〉 〈◦|⊗τ . They
form—using the numerically observed fact that Tτ is
diagonalizable—a resolution of identity

∑
λ Pλ,τ = 1q2τ .

Writing Tτ =
∑

λ λPλ,τ and inserting into Eq. (7), we ob-
tain for t = Lτ + δ,

Cab(t ) =
∑

λ,σ

λL−δσ δ (〈lλ| ⊗ 〈b|) |rσ 〉 〈lσ | (|a〉 ⊗ |rλ〉), (14)

where the sums run over all nontrivial eigenvalues λ ∈
spec(Tτ ) and σ ∈ spec(Tτ+1) for which τλ = τ and τσ = τ +
1. The latter restriction is due to the property that tr([Pλ,τ ⊗
1q2 ]Pσ,τ+1Cab,τ+1) = 0 if τλ < τ or τσ < τ + 1, essentially
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FIG. 1. Distribution p(|λ|) of (a) the largest nontrivial eigenvalue
λ0 and (b) the largest relevant eigenvalue λ1 for T-dual impurity
interactions for q = 2, 3, 4 (with corresponding τ given by (a) τ =
10, 6, 4 and (b) τ = 6, 4, 3). (c) depicts the distribution p(|λ|) of
the largest nontrivial eigenvalue λ0 for generic impurity interactions
for q = 2, 3, 4 (with corresponding τ given by τ = 10, 6, 4). Dotted
lines correspond to |λ0| = 1/q. All histograms are created from
>1000 realizations with Haar random U in the generic case, and U
with Haar random local unitaries u±, v± and fixed J = 1/2 in the
T-dual case; see Eq. (11).

following from tr(a) = tr(b) = 0; see Appendix E for de-
tails. This justifies the notion of relevant eigenvalues, as only
the eigenvalues relevant at τ and τ + 1 contribute to the
correlation functions (8). Their asymptotic scaling is hence
determined by the leading relevant eigenvalues of Tτ and Tτ+1,
respectively. Assuming unique leading relevant eigenvalues
λ1 and σ1, the correlations scale as

Cab(t ) ∼ λL−δ
1 σ δ

1

( 〈
lλ1

∣∣ ⊗ 〈b|
) ∣∣rσ1

〉 〈
lσ1

∣∣ ( |a〉 ⊗
∣∣rλ1

〉 )
(15)

if both L − δ and δ are large. Here the factors involving the
scalar products of eigenvectors as well as initial and final op-
erators depend on τ only but not on L and δ. Hence, for fixed
τ ! 1 and arbitrary δ correlations are bounded by |Cab(t )| "
const × (max{|λ1|, |σ1|})L, implying exponential suppression
of correlations in large but finite systems for t > L, provided
there is a spectral gap, i.e., |λ1| < 1, |σ1| < 1. By numerically
computing both the leading nontrivial eigenvalue λ0 and the
leading relevant eigenvalue λ1 for the respective largest ac-
cessible system sizes, we confirm that, with probability one,
the leading (relevant) eigenvalues have modulus smaller than
one. For this, we choose more than 1000 realizations with
fixed J = 1/2 and Haar random u±, v± ∈ U(q), see Eq. (11).
The corresponding probability densities p(|λ|) are depicted
in Figs. 1(a) and 1(b). For q ∈ {3, 4}, the probability density
p(|λ|) approaches zero for |λ| → 1 for both the leading non-
trivial and leading relevant eigenvalue. Although this is not the
case for qubits, q = 2, we found no instance for which |λ1| =
1. This difference between qubits, q = 2 and q ! 3, might be
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|Caa(t)|

10−31
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FIG. 2. Autocorrelation functions Caa(t ) for (a) T-dual and
(b) generic impurities for qubits, q = 2, and a = σz via Eq. (7). Lines
correspond to system sizes (top to bottom) L = 10 (blue), L = 50
(red), L = 100 (orange), L = 150 (green), and L = 200 (magenta).
Blue circles denote correlation functions obtained from exact diago-
nalization at L = 10. Dashed lines depict the asymptotic scaling from
(a) Eq. (15) and (b) ∼σ δ

0 with fitted prefactor.

related due the fact that T-dual impurity interactions cannot
be maximally entangling as their entangling power is strictly
smaller than the maximal possible value [8,37]. In contrast,
for larger q the impurity interaction may exhibit the maximal
possible entangling power. Further note that p(|λ|) depends
only weakly on τ , i.e., the distributions depicted in Fig. 1 do
not change significantly with τ . We therefore conclude that the
exponential suppression of correlation functions with system
size is a generic feature of the boundary-chaos model in the
case of T-dual impurities.

This is also depicted in Fig. 2(a), where correlations for
a representative example system are shown for system sizes
between L = 10 and L = 200, clearly demonstrating the ex-
ponential dependence of correlations on L. In particular, for
L = 200 we find good qualitative agreement with the asymp-
totic result (15). Here the computationally maximal accessible
system size is restricted by machine precision due to the
exponential suppression. In particular, for sufficiently small
leading relevant eigenvalues, correlations for much larger sys-
tem sizes than L = 200 can be obtained. Time intervals in
which correlations decay with t correspond to τ for which
|λ1| > |σ1| while growing correlations correspond to |σ1| >
|λ1|. Corrections to the asymptotic scaling are dominated
by the next to leading relevant eigenvalues λ2 and σ2 of
Tτ and Tτ+1 and are of the order (λ2/λ1)L−δ (σ2/σ1)δ . Note
that the gap between the leading and subleading eigenvalues
will, in general, shrink as τ grows. In any case, devia-
tions to the asymptotic scaling are most prominent when
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FIG. 3. Probability p(|λ0(τ + 1)| > |λ0(τ )|), i.e., for the largest
nontrivial eigenvalue to grow when advancing from τ to τ + 1 for
various q and for both the T-dual and the generic case. Here we
use more than 2000 realizations and 500 for the largest accessible
values of τ , respectively, from the same ensembles as used for Fig. 1.
The maximum system size is given by τ + 1 = 11, τ + 1 = 8, and
τ + 1 = 5 for q = 2, 3, 4, respectively. In particular, for q = 2, 3
the probability is found to be zero, when there is no bar depicted.
For q = 4, this holds only up to τ = 4 as we compute the leading
eigenvalue only up to τ + 1 = 5.

t ≈ τL, i.e., when either δ or L − δ are small, as also seen in
Fig. 2(a).

To establish exponential suppression of correlations with
system size for all τ , one needs to show that there is a spec-
tral gap $1 = lim supτ→∞(1 − |λ1(τ )|) > 0, where λ1(τ )
denotes the leading relevant eigenvalue at τ . We are able
to address this question only numerically by considering in-
stead the leading nontrivial eigenvalue λ0(τ ) of Tτ and the
corresponding spectral gap $0 = limτ→∞(1 − |λ0(τ )|), as
λ0(τ ) can be computed efficiently using Arnoldi iteration and
the matrix-product structure of Tτ . Note that |λ0(τ )| grows
monotonically with τ . For T-dual impurities drawn from the
ensemble defined above, i.e., fixed J = 1/2 and Haar ran-
dom local unitaries, we find the probability p(|λ0(τ + 1)| >
|λ0(τ )|) for the leading eigenvalue to grow from τ to τ + 1 to
quickly decrease with τ . This is illustrated in Fig. 3, where we
depict p(|λ0(τ + 1)| > |λ0(τ )|) as a function of τ . Thus, the
leading eigenvalue will generically be constant from a fixed
τ on. Combining this with the properties of the probability
distribution for the leading eigenvalues, we conclude that
for generic choices of T-dual impurities there exists a finite
spectral gap $0 > 0 and hence $1 > 0, implying exponential
suppression of correlation functions (2) with system size for
any τ = %t/L& ! 1. However, due to the overlaps between
eigenstates and initial and final operators in Eq. (14), this
might not be uniform in τ .

IV. GENERIC UNITARY IMPURITIES

In the following, we comment on the case of generic uni-
tary impurity interactions U ∈ U(q2) for which correlation
functions exhibit qualitatively different properties. This again
can be understood in terms of the spectral properties of the

transfer matrices Tτ , which differ in some important points
from the T-dual case. We list those differences obtained using
both numerical and analytical arguments below. For more
details, we refer the reader to Appendix F. First, Tτ fails to
be diagonalizable but exhibits nontrivial Jordan blocks, which
for eigenvalue λ is of dimension τ − τλ + 1. Second, using
the notation of Eq. (12), only 〈lλ, 0| and |rλ, ρ − τ 〉 is a left
or, respectively, right eigenvector of Tρ , implying spec(Tτ ) ⊆
spec(Tτ+1) also for generic impurity interactions. We have to
consider the Jordan decomposition of the transfer matrices,
for which the projection onto the Jordan block corresponding
to λ is not given by Eq. (13) but can only be constructed
numerically for small τ . Inserting the Jordan decomposition
into Eq. (7) nevertheless yields the asymptotic scaling of
correlations with system size. In contrast to the T-dual case,
now the notion of relevant eigenvalues breaks down as all
pairs λ, σ of eigenvalue λ of Tτ and nontrivial eigenvalue
σ of Tτ+1, contribute to the correlation function. Note that
the trivial eigenvalue 1 ∈ spec(Tτ ) is not excluded and in the
absence of further eigenvalues with modulus one dominates
the correlation function for L − δ being large. Replacing Tτ by
the projection onto the trivial eigenspace |◦〉 〈◦|⊗τ and revers-
ing the mapping from the original tensor network (4) to the
helical network (8) allows for some intuition on the role of the
trivial eigenvector: The local operator a cannot travel along
the boundary for more than δ subsequent time steps before
being scattered into the bulk, where it undergoes free dynam-
ics. This minimizes the total number of scattering events at
the impurity interaction from t to τ × δ and hence gives rise
to the dominant contribution to the correlation function. In
contrast, the above process has a vanishing contribution to the
correlation function in the T-dual case as a consequence of
dual unitarity of the folded gates V .

To estimate contributions from the remaining part of the
spectrum, we confirm that generically the leading nontriv-
ial eigenvalue has modulus smaller than one by computing
the leading nontrivial eigenvalue λ0 for the largest accessi-
ble τ numerically for Haar-random impurities. The resulting
probability distribution p(|λ0|) is shown in Fig. 1(c). The
probability density is peaked at 1/q and approaches 0 as
|λ0| → 1. Moreover, we expect nonzero spectral gap $0,
i.e., the leading nontrivial eigenvalue obeys |λ0(τ )| < 1 for
all τ . This is supported by the decrease of the probability
p(|λ0(τ + 1)| > |λ0(τ )|) of the leading nontrivial eigenvalue
to grow from τ to τ + 1 with τ , which we illustrate in Fig. 3.

Hence the asymptotic large L scaling of correlation func-
tions is obtained by replacing Tτ in Eq. (7) by the projection
|◦〉 〈◦|⊗τ onto the eigenspace corresponding to the trivial
eigenvalue. This results in

Cab(Lτ + δ) ∼ 〈◦|⊗τ ⊗ 〈b| T δ
τ+1 |a〉 ⊗ |◦〉⊗τ , (16)

=

a

b

δ

τ + 1

.
(17)
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10, 6, 4 and (b) τ = 6, 4, 3). (c) depicts the distribution p(|λ|) of
the largest nontrivial eigenvalue λ0 for generic impurity interactions
for q = 2, 3, 4 (with corresponding τ given by τ = 10, 6, 4). Dotted
lines correspond to |λ0| = 1/q. All histograms are created from
>1000 realizations with Haar random U in the generic case, and U
with Haar random local unitaries u±, v± and fixed J = 1/2 in the
T-dual case; see Eq. (11).

following from tr(a) = tr(b) = 0; see Appendix E for de-
tails. This justifies the notion of relevant eigenvalues, as only
the eigenvalues relevant at τ and τ + 1 contribute to the
correlation functions (8). Their asymptotic scaling is hence
determined by the leading relevant eigenvalues of Tτ and Tτ+1,
respectively. Assuming unique leading relevant eigenvalues
λ1 and σ1, the correlations scale as

Cab(t ) ∼ λL−δ
1 σ δ

1

( 〈
lλ1

∣∣ ⊗ 〈b|
) ∣∣rσ1

〉 〈
lσ1

∣∣ ( |a〉 ⊗
∣∣rλ1

〉 )
(15)

if both L − δ and δ are large. Here the factors involving the
scalar products of eigenvectors as well as initial and final op-
erators depend on τ only but not on L and δ. Hence, for fixed
τ ! 1 and arbitrary δ correlations are bounded by |Cab(t )| "
const × (max{|λ1|, |σ1|})L, implying exponential suppression
of correlations in large but finite systems for t > L, provided
there is a spectral gap, i.e., |λ1| < 1, |σ1| < 1. By numerically
computing both the leading nontrivial eigenvalue λ0 and the
leading relevant eigenvalue λ1 for the respective largest ac-
cessible system sizes, we confirm that, with probability one,
the leading (relevant) eigenvalues have modulus smaller than
one. For this, we choose more than 1000 realizations with
fixed J = 1/2 and Haar random u±, v± ∈ U(q), see Eq. (11).
The corresponding probability densities p(|λ|) are depicted
in Figs. 1(a) and 1(b). For q ∈ {3, 4}, the probability density
p(|λ|) approaches zero for |λ| → 1 for both the leading non-
trivial and leading relevant eigenvalue. Although this is not the
case for qubits, q = 2, we found no instance for which |λ1| =
1. This difference between qubits, q = 2 and q ! 3, might be
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Blue circles denote correlation functions obtained from exact diago-
nalization at L = 10. Dashed lines depict the asymptotic scaling from
(a) Eq. (15) and (b) ∼σ δ

0 with fitted prefactor.

related due the fact that T-dual impurity interactions cannot
be maximally entangling as their entangling power is strictly
smaller than the maximal possible value [8,37]. In contrast,
for larger q the impurity interaction may exhibit the maximal
possible entangling power. Further note that p(|λ|) depends
only weakly on τ , i.e., the distributions depicted in Fig. 1 do
not change significantly with τ . We therefore conclude that the
exponential suppression of correlation functions with system
size is a generic feature of the boundary-chaos model in the
case of T-dual impurities.

This is also depicted in Fig. 2(a), where correlations for
a representative example system are shown for system sizes
between L = 10 and L = 200, clearly demonstrating the ex-
ponential dependence of correlations on L. In particular, for
L = 200 we find good qualitative agreement with the asymp-
totic result (15). Here the computationally maximal accessible
system size is restricted by machine precision due to the
exponential suppression. In particular, for sufficiently small
leading relevant eigenvalues, correlations for much larger sys-
tem sizes than L = 200 can be obtained. Time intervals in
which correlations decay with t correspond to τ for which
|λ1| > |σ1| while growing correlations correspond to |σ1| >
|λ1|. Corrections to the asymptotic scaling are dominated
by the next to leading relevant eigenvalues λ2 and σ2 of
Tτ and Tτ+1 and are of the order (λ2/λ1)L−δ (σ2/σ1)δ . Note
that the gap between the leading and subleading eigenvalues
will, in general, shrink as τ grows. In any case, devia-
tions to the asymptotic scaling are most prominent when

014210-4

FELIX FRITZSCH AND TOMAŽ PROSEN PHYSICAL REVIEW E 106, 014210 (2022)

−1

0

1

Im λ

(a) (b)

−1

0

1

Im λ

(c) (d)

−1 0 1

−1

0

1

Re λ

Im λ

(e)

−1 0 1Re λ

(f)

xam0

FIG. 6. Histogram of the nontrivial eigenvalues for q = 2, τ = 7
(a), (b), q = 3, τ = 4 (c), (d), and q = 4, τ = 3 (e), (f) for the T-dual
case (a), (c), (e) as well as the generic case (b), (d), (f) for 500
realizations of the circuit for each case. The black circles have radii
1 and 1/q, respectively. Each eigenvalue is weighted by the degree
of its degeneracy in the T-dual case and by the dimension of the
corresponding Jordan block in the generic case.

data for p(|λ0(τ + 1)| > |λ0(τ )|) for τ > 4 if q = 4. We find
no increase in the leading eigenvalue already for τ > 2 for
generic impurities and q = 4. In contrast, for T-dual impuri-
ties we find a nonzero probability for the leading eigenvalue
to increase even at the largest accessible τ . Nevertheless,
p(|λ0(τ + 1)| > |λ0(τ )|) is decreasing with τ for τ > 2 and
we can hope for it to approach zero as well for larger τ than
what we can access numerically. Based on the above observa-
tions, we conjecture that, generically, the leading eigenvalue
will become stationary for sufficiently large τ , implying a
nonzero spectral gap #0 and hence also a nonzero spectral
gap for the leading relevant eigenvalue #1 > 0 in the T-dual
case.

APPENDIX E: EIGENSTATES OF TRANSFER
MATRICES IN THE T-DUAL CASE

In this Appendix, we motivate the notion of relevant
eigenvectors (eigenoperators) in the case of T-dual impurities
and derive the asymptotics of correlation functions given by
Eq. (15). To this end, we first construct the spectral decompo-
sition:

Tτ =
∑

λ

λPλ,τ . (E1)

More precisely, we demonstrate that the projections Pλ,τ onto
the eigenspaces corresponding to nontrivial eigenvalues λ ∈
spec(Tτ ) are given by Eq. (13). To this end, we show that the
right eigenvectors |rλ, s〉, Eq. (12), and the corresponding left
eigenvectors 〈lλ, s| are biorthogonal. We initially restrict to the
nontrivial eigenvalues and extend the notation from the main
text by adding a subscript τ in the bra-ket notation, e.g., we
write |φ〉τ , |ψ〉τ ∈ Cq2τ

as well as τ 〈ψ | for the respective bra-
vector to indicate the number τ of lattice sites. We moreover
denote scalar products of such vectors by 〈φ|ψ〉τ and write
|φ〉 〈ψ |τ for rank-one operators. Additionally, we denote the
right (left) eigenvectors for eigenvalue λ of Tτ with τλ = τ by
|rλ〉τλ

(τλ
〈lλ|) and use the graphical representation

|rλ τλ
=

. . .
λ and τλ lλ| = . . .

λ , (E2)

where the number of outgoing legs and, respectively, ingoing legs is τλ. These eigenvectors obey

|rλ,+ τλ−1 :=
. . .

λ = 0 =
. . .

λ =: |rλ, τλ−1 , (E3)

τλ−1 lλ, +| := . . .
λ = 0 = . . .

λ =: τλ−1 lλ,−| . (E4)

Note that contraction with the states |◦〉 at a given subset of lattice sites corresponds to taking the partial trace with respect to
the corresponding subsystem upon reversing the operator-state mapping. Moreover, this demonstrates that the corresponding
operators have full support on the τ lattice.
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FIG. 5. Level spacing distribution p(s) for (a) the systems shown in Fig. 2 and (b) for the ensemble average over Haar-Random generic
impurities and T-dual impurities at fixed J = 1/2 and Haar-random local unitaries u± and v±, see Eq. (11). The dashed black line corresponds
to the RMT result for the CUE and the dotted black line to the COE. Panel (c) depicts the normalized spectral form factor averaged over 1000
realizations of impurities. The data are further smoothed by a moving average over a window of 20 time steps. For the T-dual case with q = 2
times t = τL are excluded from the moving time average. The inset shows the spectral form factor for T-dual impurities with q = 2 without
smoothing. Black lines indicate the respective RMT spectral form factor with the dashed lines corresponding to the CUE and dotted lines
corresponding to the COE. Time and K (t ) are scaled by the Heisenberg time tH = qL+1.

the ensembles of T-dual gates considered do not give rise to
maximally entangling (chaotic) dynamics.

APPENDIX B: SPECTRAL STATISTICS

In this Appendix, we present some numerical results on
spectral properties of the quantum circuits studied in the main
text to justify our hypothesis that the impurity interaction
on the circuit’s boundary is sufficient, despite noninteracting
dynamics in the bulk, to generate random-matrix spectral
statistics (and hence justify the name “boundary chaos”). Note
that in a weaker context, namely, considering local pertur-
bation to integrable interacting spin chain, observation of
quantum chaos has been reported in the literature before, see,
e.g., Refs. [23,27,29].

To this end, we consider two measures of level statistics:
the nearest-neighbor level-spacing distribution p(s) and the
spectral form factor K (t ). We find, in general, good agreement
with random matrix theory (RMT) with the notable excep-
tion of T-dual impurities for qubits q = 2. In Fig. 5(a), we
show the level-spacing distribution for the cases for which we
depict dynamical correlation functions in Fig. 2 in the main
text, where q = 2. At the chosen system size of L = 14, the
level-spacing distribution of the T-dual impurity interaction
resembles Wigner-Dyson distribution corresponding to the
circular orthogonal ensemble (COE), indicating existence of
an antiunitary symmetry of the circuit. For the generic impu-
rity interaction, the distribution is close to that of the circular
unitary ensemble (CUE) but is slightly shifted to the left. This
seems to be reminiscent of a generic feature of the systems
studied here: For small system size, the distribution is shifted
to the left but approaches the corresponding random matrix
result for large enough systems, possibly beyond what can be
studied by numerical exact diagonalization. However, except
for T-dual qubit (q = 2) circuits, we find random matrix spec-
tral statistics even for moderate system sizes. This is indicated
in Fig. 5(b) for ensembles of impurities and local Hilbert space
dimensions q = 2 and q = 3. We computed spectral statistics

also for q = 4 but do not show the corresponding data as they
cannot be distinguished from q = 3 on the shown scale. To
improve statistics, we computed level statistics for an ensem-
ble of systems with randomly sampled impurity gates while
we checked that the histograms of level spacing distribution
do not change significantly for fixed typical impurities (not
shown). In the T-dual case, the parameter J = 1/2 entering the
parametrization (11) is kept fixed while the local unitaries u±
and v± are drawn independently from the Haar ensemble. In
the generic case, impurities are chosen Haar random. Except
for qubits in the T-dual case, the level spacing distribution is
close to that of the CUE. For T-dual qubits, the distribution is
closer to the COE but is shifted to the left. The RMT result
might be approached for larger system sizes.

As a further spectral indicator of quantum chaos, we com-
pute the spectral form factor K (t ), i.e., the Fourier transform
of the connected two-point function of the spectral density.
The spectral form factor is computed via K (t ) = 〈|tr(U t )|2〉,
where the brackets denote the average over the ensembles
of systems with varying impurity gates as described above.
This averaging is now necessary as the spectral form factor
is not self-averaging [39]. In Fig. 5(c), we again show data
for both T-dual and generic impurities for local Hilbert space
dimensions q = 2 and q = 3. There, both the spectral form
factor and time t are measured in units of Heisenberg time
tH = qL+1. We again computed the spectral form factor also
for q = 4 but omit showing the data as it yields nearly iden-
tical results as q = 3. For the sake of a clearer presentation,
we additionally perform a moving time average over a win-
dow of width "t = 20. As is the case for the level spacing
distribution except for T-dual qubits, we find good agreement
with the spectral form factor of the CUE given by K (t ) = t for
t < tH and K (t ) = tH for t > tH after some initial nonuniver-
sal regime corresponding to the so-called Thouless time tTh.
Remarkably, for generic impurity interactions and q ! 3, we
find almost no deviation from RMT spectral form factor for all
times, indicating tTh = 0 for large q. This curious observation
certainly justifies a separate study. For T-dual qubits, we find
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for x 2 {1, 2, . . . , L}. The tensor network representation of |a0(t)i is given by (see Ref. [65]
for details)

|a0(t)i =

0 2 L � � + 1 L
x

a

⌧

P��

P�1
�0

. (22)

For our choice of initial state
�
1Q ⌦ P�1

�0

�
|a0i = |a0i and we can replace P�1

�0
by the identity. A

similar representation can be obtained for ha0(t)| in which the appropriately oriented adjoint
gate V † enters. Intuitively, in the above network evolution in the time-like variable ⌧ , i.e.
vertically, describes scattering of excitations into the system with trivial free dynamics in
between. Hence columns of the network describe such scattering events of this type from
impurity interactions which di↵er by L layers of the original circuit U t obtained from Eq. (7).
In a dual picture one might think of contracting the network in the horizontal spatial direction,
which corresponds to scattering of excitations along the boundary. Consequently, rows of the
tensor network (22) describe collective scattering events along the boundary from impurity
interactions in L subsequent layers in U t. Given the above interpretation, the physical time
variable t runs along a helix through the network and hence causes the helix-like topology of
the tensor network.

3.1.3 Reduced Density Matrix

We now obtain the representation for the reduced density matrix from Eq. (22). We focus
on the simpler case of non resonant times. Expanding the reduced density matrix in the
appropriate computational basis,

⇢l(t) =
q�1X

↵0,...,↵l=0

q�1X

�0,...,�l=0

⇢↵0···↵l
�0···�l

(t) |↵0 · · ·↵li h�0 · · ·�l| , (23)
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we can diagrammatically represent it as,

⇢l(t) =
P�� P†

��

a a

�

L

⌧ + 1 ⌧ + 1

l

L� l

↵0 ↵1 · · · ↵l �l · · · �1 �0

(24)

=

a a

�

L

⌧ + 1 ⌧ + 1

l2

l1

↵0 · · · ↵l �l · · · �0

, (25)

where ↵0, . . . ,↵l and �0, . . . ,�l represent the output and input legs of ⇢l(t) respectively. For
a more convenient depiction of the diagrams we rotated the tensor network (22) by 90�. In
order not to complicate the diagrams, we show it for fixed values of L, l and t. To obtain
Eq. (24), we have used

�
1Q ⌦ P�1

�0

�
|a0i = |a0i and simplified the lowest row of the tensor

network (22) (similarly for ha0(t)|). Finally, Eq. (25), follows from the definition of �� and
the unitarity of P�� . Moreover, we define l1 = bl/2c and l2 = l � l1. In the diagram, we also
highlight the parts directly unconnected to the in- and output legs of the reduced density
matrix with the rose shade, while denote the connected parts via the turquoise shade. The
importance of this distinction will become clear in what follows.

To get an explicit expression of the reduced density matrix, we introduce di↵erent transfer
matrices, which correspond to the columns of the tensor network (25). Hence, the transfer
matrices act in the spatial direction corresponding to the vertical direction in Eq. (25) (and
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importance of this distinction will become clear in what follows.

To get an explicit expression of the reduced density matrix, we introduce di↵erent transfer
matrices, which correspond to the columns of the tensor network (25). Hence, the transfer
matrices act in the spatial direction corresponding to the vertical direction in Eq. (25) (and
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to the horizontal x-direction in Eq. (22)) Conceptually, this might be thought of as a dual
description of the dynamics after a space-time swap, which was recently used in related
contexts [16,27,30–32]. Formally, we define transfer matrices T⌧ and [T⌧ ]↵� : (Cq)⌦2⌧ ! (Cq)⌦2⌧

for ⌧ � 0 as well as [T⌧ ]↵0↵1
�0�1

and [A⌧ ]
↵
� : (Cq)⌦2⌧ ! (Cq)⌦2(⌧�1) for ⌧ � 1 as matrix product

operators by their respective diagrammatic representation

T⌧ =

⌧ ⌧

, (26)

[T⌧ ]↵� =
↵ �

, (27)

[T⌧ ]↵0↵1
�0�1

=
↵1�1

↵0 �0

, (28)

[A⌧ ]
↵
� =

↵ �

. (29)

We also define Ca,⌧ : (Cq)⌦2⌧ ! (Cq)⌦2(⌧+1) , |⌫i 7! |ai ⌦ |⌫i ⌦ |ai which diagramatically can
be expressed as

Ca,⌧ =
a a

⌧ + 1 ⌧ + 1

. (30)

Additionally, we introduce [A⌧ ]
↵0,↵1
�0,�1

= [T⌧ ]↵0,↵1
�0,�1

for l = 1 and [A⌧ ]
↵0···↵l
�0···�l

: (Cq)⌦2⌧ !
(Cq)⌦2(⌧�1) for l � 2 by

[A⌧ ]
↵0···↵l
�0···�l

=

(
[T⌧�1]

↵l
�l
· · · [T⌧�1]

↵4
�4

[T⌧�1]
↵2
�2

[T⌧ ]↵0↵1
�0�1

· · · [T⌧ ]
↵l�1

�l�1
l even

[T⌧�1]
↵l�1

�l�1
· · · [T⌧�1]

↵4
�4

[T⌧�1]
↵2
�2

[T⌧ ]↵0↵1
�0�1

· · · [T⌧ ]↵l
�l

l odd.
(31)

The operators A⌧+1 represent the turquoise shaded part of the tensor network (25); while
the lower rose shaded part corresponds to [T⌧+1]��l2 and the upper rose shaded part corre-
sponds to T L���l1

⌧ . With the above definitions we have,

⇢↵0···↵l
�0···�l

(t) = tr
⇣
T L���l1
⌧ [A⌧+1]

↵0···↵l
�0···�l

T ��l2
⌧+1 Ca,⌧

⌘
(32)

We focus on the limit L��, � � l where Eq. (32) can be simplified further, as then the leading
eigenvalues of T⌧+1 and T⌧ will give the dominant contribution. More precisely, we compute
limL,t!1 ⇢l(t) for fixed l while L and t approaching infinity such that t/L ! ⌧0 2 R\Z. This
latter condition ensures that for su�ciently large L and t we need to consider the non-resonant
case only. In the above limit the resonant case is relevant only if ⌧0 2 Z.

Using the unitarity of gates V we can already list some basic properties of the spectrum
of the transfer matrices. First note, that the transfer matrices are in general not normal,
implying a nontrivial Jordan structure and a distinction between left and right eigenvectors.
Nevertheless, the transfer matrices T⌧ are non-expanding [62] such that the leading eigenvalue
is at most of modulus 1.
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Figure 2: Second Rényi entropy for q = 2 and J = ⇡/4 � 0.05 in Eq. (42) with (a)
l = 0 and (b) l = 2 for a T-dual impurity interaction for various system sizes. (a)
The dashed line corresponds to the maximum entropy given by Eq. (63). Orange
dots depict R2 obtained from a direct computation via Eq. (14).

Subsystem with one Lattice Site, l = 0: Another limit which can be treated exactly is
that of the smallest possible subsystem given by l = 0, i.e., the subsystem A consisting of the
first lattice site only. We again consider the limit t, L ! 1 and the simpler non-resonant case
first. Applying the analysis to compute the reduced density matrix for T-dual gates to l = 0,
we get the reduced density matrix as given by Eq. (45). Using (A⌧+1)

↵
� |r⌧+1i = q�

1
2 �↵,� |r⌧ i

we get,

(⇢l(t))
↵
� =

1

q
�↵,� =

1

q
1q, (62)

which is the infinite temperature state. Consequently, the Rényi entropies read

Rn (t) = ln(q). (63)

For the resonant case, a similar computation yields the same result. Moreover, as argued in
the previous section, the above result is obtained for ⌧ = 0 as well, but with corrections scaling
as |�0|�. In particular, after the non-trivial initial dynamics entanglement entropies saturate
at the maximum possible value, as it is depicted in Fig. 2(a). For any other numerically
accessible subsystem size this is not the case, see Fig. 2(b), even for longer times than what
is shown there.

3.2.3 Numerical Results for Generic Impurities

For impurity interactions falling in neither of the classes discussed above, there is no simple
description of the right eigenvectors corresponding to leading eigenvalue 1. Nevertheless, the
tensor network representation (25) allows for computing the reduced density matrix for large
system size L but small subsystem size l numerically. Here we briefly report the numerical
results. In Fig. 3 we depict the second Rényi entropy for (a) l = 0 and (b) l = 2. In both cases
the entanglement dynamcis resembles a combination of the T-dual case and the case of gates
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Figure 3: Second Rényi entropy for q = 2 with (a) l = 0 and (b) l = 2 for a generic
impurity interaction for various system sizes. (a) The dashed line corresponds to
the maximum entropy (l + 1) ln (q). Orange dots depict R2 obtained from a direct
computation via Eq. (14).

with local vacuum states. The former leads to the plateau-like structure characterized by
constant ⌧ which originates from the contribution of the leading eigenvalue 1 of the transfer
matrices T⌧ . In contrast, similar to the latter case, we observe corrections from the subleading
eigenvalue scaling as |�0|� on top of the plateaus. Even though we observe saturation of
entanglement entropies for small system sizes at late times, i.e. longer than what is depicted
here, the maximum possible value of (l + 1) ln(q) is in general not reached.

4 Operator Entanglement Dynamics for Local Operators

In this section we study the entanglement dynamics of local initial operators. In analogy to
the case of states we first construct a tensor network representation similar to Eq. (65) for
the reduced super density matrix in Sec. 4.1. This again allows for an exact computation of
the asymptotic reduced super density matrix in the limit L, t ! 1 and subsequently of the
operator Rényi entropies. We present this calculation for both generic impurity interactions
in Sec. 4.2.1 and T-dual impurity interaction in Sec. 4.2.2.

4.1 Tensor Network Representation of the Reduced Super Density Matrix

We construct the analog of the tensor network representation (25) for the super density matrix
for an initial local operator. With a slight abuse of notation we will use the same symbols and
diagrammatic representations in the following sections as we did for the state counterparts
in the previous sections, as many constructions and arguments are exactly the same for the
operators as for the states. However, there are some notable di↵erences, which are as follows.

Firstly, there are slight di↵erences in the tensor networks representations which ultimately
originate from the time evolution of states in the Schrödinger picture as opposed to the time
evolution of operators in the Heisenberg picture. Those di↵erences are essentially irrelevant
for the dynamics of entanglement entropies. The major di↵erence, however, is that the folded
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Figure 4: Second operator Rényi entropy for q = 2 and l = 2 for a generic impurity
interaction, a being the spin-z operator, for various system sizes in (a) linear and (b)
semi-logarithmic scale. (b) The dash-dotted lines illustrates the asymptotic scaling
|�0|�.

system sizes L we obtain the second Rényi entropy also numerical by contracting the tensor
network (65) and depict it in Fig. 4 for subsystem size l + 1 = 3. There the asymptotic
exponential dependence |�0|� is well confirmed for the largest system size (dashed line in (b))
and holds even for moderately large systems L > 50 (not shown).

4.2.2 T-dual Impurity Interactions

For the case of T-dual impurity interactions, the entanglement dynamics for local traceless
operators acting non-trivially at the boundary can also be treated exactly for large systems
and large subsystems. That is, in the limit L, t, l ! 1, when limits are taken in the order
described in Sec. 3.2.2. However, unlike the previous section, the leading part of the spectrum
of transfer matrices for folded T-dual impurity interactions is di↵erent from the ones studied
in Sec. 3.2.2.

Spectrum of Transfer Matrices: The main di↵erence to the case of initial product states
lies in the unitality and dual unitality of the folded gate V = WS in addition to dual unitarity
of the folded gates. This gives rise to additional eigenvectors of T⌧ for leading eigenvalue 1.
Unitality is a general property of the folded gates and was introduced in Sec. 4.2.1 already.
On the other hand, dual unitality of the dual folded gate Ṽ is defined akin to the state setting

Ṽ |��i = |��i , ˜(V †) |��i = |��i (70)

and similarly for h��|. This can be diagrammatically depicted as

= , = , = , = (71)

These properties give rise to ⌧ +1 linear independent eigenvectors of T⌧ for eigenvalue 1 given
by [62,75]

|sxi = |�i⌦⌧�x ⌦ |rxi ⌦ |�i⌦⌧�x 2
⇣
Cq2

⌘⌦2⌧
(72)
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Figure 5: Second Rényi entropy for q = 2, a T-dual impurity interaction wit J =
⇡/4 � 0.05 in Eq. (42), and a the spin-z operator with (a) l = 0 and (b) l = 1 for
various system sizes. The dashed lines corresponds to (a) Eq. (114) and (b) Eq. (107)
as well as the maximum entropy (l+1) ln

�
q2
�
. The inserts show a magnification for

initial times.

This gives the Rényi entropies as

Rn (t) = 2⌧ ln
�
q2
�
� 2 ln

✓
q2

q2 � 1

◆
(109)

Even though the tensor network (65) allows for computing the reduced density matrix for
large system size L and small subsystem size l, direct numerical simulation fails for large l
as the complexity of the computation grows exponentially with l. Nevertheless, at least the
plateau-like structure suggested by Eq. (109), i.e., almost constant entanglement entropy for
constant ⌧ , can be observed for small subsystem size as well. This is depicted in Fig. 5(b)
for l = 1. Also the non-trivial initial dynamics as predicted by Eq. (107) is confirmed there;
see inset. Moreover, we find the entanglement entropy to saturate at the maximum possible
value after times t = 2L (⌧ = 2) for the example considered here.

Rényi Entropies for Small Subsystems l = 0: As mentioned before, another case which
allows for exact results is that of minimal subsystem size l = 0 for which the subsystem only
contains the lattice site 0 at the boundary, whereas L, t ! 1. In this situation we can obtain
an exact expression of the reduced density matrix as described below.

Firstly, for ⌧ � 1 the asymptotic analysis from discussion earlier in this section applies for
the non-resonant case. Hence, the asymptotic reduced density matrix is given by Eq. (76).
Then we evaluate Eq. (77) further using (A⌧+1)

↵
� |r⌧+1i = q�1�↵,� |r⌧ i to get

⇣
⇢(⌧)l (t)

⌘↵

�
=

1

q2 � 1
�↵,� . (110)

Thus, we obtain (⇢0)
↵
� (t) = q�2�↵,� and hence

⇢0(t) =
1

q2
1q2 (111)
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1. We introduced minimalist chaotic quantum many-body dynamics akin to 
chaotic billiards in classical single-particle chaos theory


2. Two “universality classes” of boundary chaos: T-dual and Generic 
impurity (boundary) interaction


3. 2-point correlation functions, Renyi-2 entropies (semi)analytically 
calculated


4. Future work: Proving RMT SFF more challenging. Also multipoint time 
correlators?                                                                                             
Are there quantities which are classically hard (in t for fixed L/t)?


Conclusions


