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A NEW ERA OF DISCOVERY | THE 2023 LONG RANGE PLAN FOR NUCLEAR SCIENCE

• How do we use atomic nuclei to uncover physics 
beyond the Standard Model?

These questions are addressed by thousands of nu-
clear scientists working in experimental, theoretical, 
and computational investigations. Anchoring this 
world-leading program are the four national user fa-
cilities, each with unique capabilities for addressing 
our science questions: the Argonne Tandem Linac 
Accelerator System (ATLAS), CEBAF, FRIB, and the 
Relativistic Heavy Ion Collider (RHIC). A consor-
tium of 13 university-based accelerator laboratories, 
known collectively as the Association for Research 
at University Nuclear Accelerators (ARUNA) labora-
tories, provide additional capability for cutting-edge 
experiments while training the next-generation scien-
tists in the tools and techniques of nuclear science. 
Our work is done in small and large collaborations 
across the country, connecting theoretical and ex-
perimental researchers at universities and national 
laboratories in a dynamic and exciting enterprise 
that leads to scientific discovery. Our progress on 
these and other intriguing questions since the last 
Long Range Plan—and the many opportunities for 
the future—are covered in this plan. We describe 
some of the many technological and computational 
innovations that drive our field and lead to consider-
able benefits to society. Central to this work are the 
people: we highlight the process of training nuclear 
scientists and how they go on to contribute to our 
nation in many areas.

Our vision for the future builds on the ongoing, 
world-leading US program in nuclear science, 
which includes

• Unfolding the quark and gluon structure of visible 
matter and probing the Standard Model at the 12 
GeV CEBAF facility.

• Exploring the nature of quark–gluon matter and 
the spin structure of the nucleon at the RHIC 
facility and through leadership across the heavy 
ion program at the Large Hadron Collider (LHC).

• Making breakthroughs in our understanding 
of nuclei and their role in the cosmos through 
research at the nation’s low-energy user facilities, 
ATLAS, the newly constructed FRIB, the ARUNA 
laboratories, and key national laboratory 
facilities.

• Carrying out a targeted program of experiments, 
distributed across the United States, that 
reaches for physics beyond the Standard Model 
through rare process searches and precision 
measurements.

gin of visible matter in the universe and significantly 
advance accelerator technology as the first new par-
ticle collider to be constructed since the LHC. Neu-
trinoless double beta decay experiments have the 
potential to dramatically change our understanding 
of the physical laws governing the universe.

RECOMMENDATION 2 
As the highest priority for new experiment con-
struction, we recommend that the United States 
lead an international consortium that will under-
take a neutrinoless double beta decay campaign, 
featuring the expeditious construction of ton-scale 
experiments, using different isotopes and comple-
mentary techniques.

One of the most compelling mysteries in all of sci-
ence is how matter came to dominate over antimat-
ter in the universe. Neutrinoless double beta decay, a 
process that spontaneously creates matter, may hold 
the key to solving this puzzle. Observation of this rare 
nuclear process would unambiguously demonstrate 
that neutrinos are their own antiparticles and would 
reveal the origin and scale of neutrino mass. The nu-
cleus provides the only laboratory through which this 
fundamental physics can be addressed.

The importance of the physics being addressed 
by neutrinoless double beta decay has resulted in 
worldwide excitement and has catalyzed the inter-
national cooperation essential to carrying out a suc-
cessful campaign. An extraordinary discovery of this 
magnitude requires multiple experiments using dif-
ferent techniques for a select set of isotopes. Such 
measurements demand unprecedented sensitivity 
and present unique challenges. Since the 2015 Long 
Range Plan, the US-led CUPID, LEGEND, and nEXO 
international collaborations have made remarkable 
progress with three distinct technologies. An inde-
pendent portfolio review committee has deemed 
these experiments ready to proceed now.

Neutrinoless double beta decay is sensitive to new 
physics spanning very different scales and physical 
mechanisms. The identification of the underlying 
physics will pose a grand challenge and opportuni-
ty for theoretical research. An enhanced theoretical 
effort is an integral component of the campaign and 
is essential for understanding the underlying physics 
of any signal. 

RECOMMENDATION 3
We recommend the expeditious completion of the 
EIC as the highest priority for facility construction.
Protons and neutrons are composed of nearly mass-
less quarks and massless gluons, yet as the build-

• Explaining how data gathered in these endeavors 
are connected and consistent through theory 
and computation. Nuclear theory motivates, 
interprets, and contextualizes experiments, 
opening up fresh research vistas.

Here are the recommendations of the 2023 Long 
Range Plan.

RECOMMENDATION 1 

The highest priority of the nuclear science com-
munity is to capitalize on the extraordinary oppor-
tunities for scientific discovery made possible by 
the substantial and sustained investments of the 
United States. We must draw on the talents of all in 
the nation to achieve this goal.
This recommendation requires

• Increasing the research budget that advances 
the science program through support of 
theoretical and experimental research across the 
country, thereby expanding discovery potential, 
technological innovation, and workforce 
development to the benefit of society. 

• Continuing effective operation of the national 
user facilities ATLAS, CEBAF, and FRIB, and 
completing the RHIC science program, pushing 
the frontiers of human knowledge. 

• Raising the compensation of graduate 
researchers to levels commensurate with 
their cost of living—without contraction of the 
workforce—lowering barriers and expanding 
opportunities in STEM for all, and so boosting 
national competitiveness.

• Expanding policy and resources to ensure a 
safe and respectful environment for everyone, 
realizing the full potential of the US nuclear 
workforce. 

Nuclear science is an ecosystem in which facility 
operations and research at laboratories and universi-
ties by senior investigators, technical staff, postdocs, 
and students work together to drive progress on the 
forefront science questions discussed above and 
throughout this Long Range Plan. A healthy work-
force is central not only to these scientific goals but 
also to the nation’s security, technological innova-
tion, and prosperity. 

Next, we reaffirm the exceptionally high priority of 
the following two investments in new capabilities 
for nuclear physics. The Electron–Ion Collider (EIC), 
to be built in the United States, will elucidate the ori-

ing blocks of atomic nuclei they make up essentially 
all the visible mass in the universe. Their mass and 
other properties emerge from the strong interactions 
of their relativistic constituents in ways that remain 
deeply mysterious. The EIC, to be built in the United 
States, is a powerful discovery machine, a precision 
microscope capable of taking three-dimensional pic-
tures of nuclear matter at femtometer scales. These 
images will uncover how the characteristic proper-
ties of the proton, such as mass and spin, arise from 
the interactions between quarks and gluons, and how 
new phenomena and properties emerge in extremely 
dense gluonic, nuclear environments. 

The EIC will be a unique, large-scale, high-luminosity 
electron–hadron collider and the only collider to be 
built in the world in the next decade. It will be capable 
of colliding high-energy beams of polarized electrons 
with heavy ions, polarized protons, and polarized 
light ions. The EIC will be constructed on the current 
site of RHIC, led by a partnership between Brookhav-
en National Laboratory (BNL) and Jefferson Lab. The 
EIC was put forward as the highest priority for new 
facility construction in the 2015 Long Range Plan. 
Since then, the EIC was launched as a DOE project 
in 2019, and the conceptual design was approved in 
2021. Its expeditious completion remains the high-
est priority for facility construction for the nuclear 
physics community. 

The EIC facility design takes advantage of signif-
icant advances in accelerator and detector tech-
nologies, substantial investments in RHIC, and the 
unique expertise at BNL and Jefferson Lab, fulfilling 
the requirements of the 2018 National Academy of 
Sciences (NAS) report. The EIC’s compelling, unique 
scientific opportunities and cutting-edge technolo-
gies are attracting physicists worldwide, and interna-
tional engagement and contribution are important to 
the collider’s realization and the success of the EIC 
science. Together with ePIC, the general-purpose, 
large-acceptance EIC detector, the EIC will maintain 
US leadership at the frontiers of nuclear physics and 
accelerator science technology. Many applications 
in industry, medicine, and security use particle accel-
erator and detector technologies: leading-edge ac-
celerator and detector technology developments at 
EIC will have broad impact on these sectors.

To achieve the scientific goals of the EIC, a parallel 
investment in quantum chromodynamics (QCD) the-
ory is essential, as recognized in the 2018 NAS re-
port. Progress in theory and computing has already 
helped to drive and refine the physics program of the 
EIC. To maximize the scientific impact of the facility 
and to prepare for the precision expected at the EIC, 
theory must advance on multiple fronts, and new col-
laborative efforts are required.
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“The EIC is a powerful discovery 
machine, a precision microscope 
capable of taking three-dimensional 
pictures of nuclear matter at 
femtometer scales. 
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Abstract
This handbook provides a comprehensive review of transverse-momentum-dependent

parton distribution functions and fragmentation functions, commonly referred to as transverse
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⇡
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2
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<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

⇡
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Z
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k?A � qT + k?B

�

=
X

q

H
1q
UU (Q

2, µ2)

Z
dbT bTJ0(bT |qT |)f̂
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<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

The analysis is usually done in Fourier-transformed space

PB

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

PA

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

kA

kB

k⊥A

k⊥B
quark

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

quark
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

photon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

qTq

antiquark

TMD Parton  
Distribution Functions
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F 1
UU (xA, xB , q

2
T , Q

2)
<latexit sha1_base64="WKRDirKzg/iu2lFEqladh8BMThg=">AAAGlnicnVTdbtMwFM6AlVEYbHCDxI1FNzSkriTdxpAmoTHEz2WntdukpoucxG1NbSfYzmhn+Q14Gm7hRXgb7KygJa0GwlKs4+873znHjn3ClGAhXffnwo2btxYrt5fuVO/eW77/YGX14bFIMh6hTpSQhJ+GUCCCGepILAk6TTmCNCToJBy9tfzJOeICJ6wtJynqUThguI8jKA0UrDx7H6hOR595G+PgTX0cHNSBH1L1WQeqrc+adXB41nwOqsFKzW24+QCzhjc1as50tILVxVM/TqKMIiYjAoXoem4qewpyiSOCdNXPBEphNIID1E3jvkTjenyOU8EgRaJuyNzoqXyLGqwbJAb9hJuPSZCjV2MoSIWY0NB4UiiHosxZcB7XzWT/VU9hlmYSsegyUT8jQCbAnheIMUeRJBNjwIhjUz2IhpDDSJpTrfoMfYkSSiGLlU/62kyoL/VykeADQ3A8GEpdrItzONHVojPGWmFdxJBWqATFBotLmNm+8sOExPYkElJiJdfKlEFBm+sSFdLrhLb6ATSLEi6wZcw8w4zDT1qNA3VQTnQx1OoiGJYDSW1uW2nLqdD5jEnCCpwfhpB3vZ6qgunwqTBHitQOzfQVEI5QmIy7+b1b841I+ekQMplQVfO0XtMzATYLEazXX1z+J0keoLQjDu2G/BAPiE8gGxCUZ/8taRqJzyEWNpfa3EqlvVAZQcpt7NqF1zSz9veAXr4ad4RkHnfvX8T1PCWwRXDjnxdR+ilMmKdsfqEJzJl5/02AKGCXq023seOa5YtCCcZ1nmb0R7O9M0eTztOk1+c5mqc5ul7TmqdpXa8h8zRkRgOq6+uAmpaR2FZipObBgzawvTgTIEU8BSyReRcuxm+b0JYupW3nmH0mphd75c47axw3G95Wo3m4Xdt/Oe3KS84T56mz4XjOrrPvfHRaTseJnK/ON+e786PyuPK68q7y4dL1xsJU88gpjErrFwOHOwo=</latexit>

⇡

X

q

H
1q
UU (Q

2, µ2)

Z
d2k?A d2k?B fq

1

�
xA,k

2
?A;µ

2
�
f q̄
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�
xB ,k
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?B ;µ

2
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�(2)

�
k?A � qT + k?B
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X

q

H
1q
UU (Q

2, µ2)

Z
dbT bTJ0(bT |qT |)f̂
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�
xA, b

2
T ;µ

2
�
f̂ q̄
1

�
xB , b

2
T ;µ

2
�

<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

TMDs formally depend on two scales, but we set them equal.

⇡
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<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

The analysis is usually done in Fourier-transformed space

PB

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

PA

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

kA

kB

k⊥A

k⊥B
quark

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

quark
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

photon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

qTq

antiquark

TMD Parton  
Distribution Functions
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hadron

photon

proton

quarkq

P

Ph

p

kk⊥

k⊥

PhT

P⊥

∼zk⊥

TMD Parton  
Fragmentation Functions

TMD Parton  
Distribution Functions
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�
z, b2?;µ

2
�

<latexit sha1_base64="h9rqXCZCgENLY5CIMvyMu3u99Rs=">AAAJPHicrVbfj9tEEHYvFEIg0INHXlZc73SouTR2eyrSCVRBhSokRE7NtYeyibW2N8mS9Y9br0su2/3X+Af4C3jnDfHKM7MbXy920qNCWLK1OzPfN7OfPSMHGWe57PV+v7XTeOf2u+8132998GH7o4/v7H7yPE8LEdKzMOWpOA9ITjlL6JlkktPzTFASB5y+CObfGv+Ll1TkLE0G8jKjo5hMEzZhIZFg8nd3fkMIfeers7POQB8cLjrLDsJBrPraVzOEBxkVmR57HXQ69r5ALYxbB1+hBcJ5EfsXCMdEzkLC1VNdUozVhT6E2A6OC4PAHdRG9sIskSgae4Z9rn08GCtt3KWpv2ZCE98dExywKRRUxisM5N4JsrzI+Cz5E1+5kJRgmaKZtpBl5+oAWyFX5USUS4JWCKQAgsos6Gi1rUiA7l0bIcaStfdxkiZFHFCB8UF7H+GLgkQQ+VMphiU3YlxL+lrRVTn3riX8cRX+w9i7f1q6q3KTt5O7tS63CrQ/QAHc3/u9w9Xu1dr7tcW8Mi92RqSaaND9otR9CZoZwBuEt4Anepv8b0K1Knq1/n+9/Dt7vW7PXmhz4ZaLPae8+v7u7XMcpWER00SGnOT50O1lcqSIkCzkVLdwkdOMhHMypcMsmki66EQvWZYnJKZ5B5x2MVK2ETXaB0uEJqmAG+S31nUOReI8v4wDiDTHyOs+Y9zmGxZy8uVIsSQrJE3CVaJJwRHIbroaRUzQUPJLWJBQMKgehTMiSCih91s4ob+EaRyTJFKYTzQ86ETqdtUhpuAQbDqTulqXEORSt6rBjGnFdNVGtaI1UwS2qGaD40MrpTwySqS85pVCKygjRgOha64gvgloqp8S2NTsOTMeeG54FsHPWi189U090XKm1dKf1YmkVoP6kbNc2yfjaVLx4SAgYuiOVNmP0JFxDpJSdRwXes1I5jRIF0P73d3FAFI4m5FEprHac7W+qzcIjioMJupfQv5LEktQO5Eg5kCm1TjmJJlyarNfQTyAYEFYbnKpoweZNB9UwanqdR+ZjevBU+MTpNvrvHMqLe/J24A7NqWdKALibRG1l5Lk0MrwCoFYJND/HqIxSla7o173uAfb+5USIHQbZv4a8/B4CybbhsluzvNsG+bZzZj+Nkz/ZgzfhuEbGJjJ+yiGkZGaUQJQaHg0QOaPociRGb0oSaX9V6jyD4DaTuaa2dpMm8AsduuTd3Px3Ou6D7re6cO9x1+XU7npfOZ87hw6rvPIeew8dfrOmRM2vMZ5gzSC5q/NP5p/Nv9ahe7cKjGfOpWr+fc/Sg8eWg==</latexit>
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
s
e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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DY, 1(|qT |i,f , yi,f , Qi,f ) =
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where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

http://www.arxiv.org/abs/2304.03302


TMD STRUCTURE 14

see, e.g.,  Collins, “Foundations of Perturbative QCD” (11) 
TMD collaboration, “TMD Handbook,” arXiv:2304.03302 
 

4

expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
UU

�
xA, xB , |qT |, Q

�

= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
d
2k?A d

2k?B f
a
1 (xA,k

2
?A;µ, ⇣A) f

ā
1 (xB ,k

2
?B ;µ, ⇣B) �

(2)(k?A + k?B � qT )

=
xAxB

2⇡
HDY(Q,µ)

X

a

ca(Q
2)

ˆ +1

0
d|bT ||bT |J0

�
|bT ||qT |

�
f̂
a
1 (xA, b

2
T ;µ, ⇣A) f̂

ā
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
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The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4

f̂
a
1

�
x, |bT |;µ, ⇣

�
=

ˆ
d
2k? e

ibT ·k? f
a
1

�
x,k2

?
;µ, ⇣

�

= 2⇡

ˆ
1

0
d|k?| |k?|J0(|bT ||k?|) fa

1

�
x,k2

?
;µ, ⇣

�
. (5)

The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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the respective electroweak charges given by

ca(Q
2) = e

2
a � 2eaVaV` �1(Q

2) + (V 2
` +A

2
`) (V

2
a +A

2
a)�2(Q

2) , (7)

with

�1(Q
2) =

1

4 sin2 ✓W cos2 ✓W

Q
2(Q2 �M

2
Z)

(Q2 �M
2
Z)

2 +M
2
Z�

2
Z

, (8)

�2(Q
2) =

1

16 sin4 ✓W cos4 ✓W

Q
4

(Q2 �M
2
Z)

2 +M
2
Z�

2
Z

, (9)

where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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DY, 1(|qT |i,f , yi,f , Qi,f ) =
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where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
UU

�
xA, xB , |qT |, Q

�

= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
d
2k?A d

2k?B f
a
1 (xA,k

2
?A;µ, ⇣A) f

ā
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4

f̂
a
1

�
x, |bT |;µ, ⇣

�
=

ˆ
d
2k? e

ibT ·k? f
a
1

�
x,k2

?
;µ, ⇣

�

= 2⇡

ˆ
1

0
d|k?| |k?|J0(|bT ||k?|) fa

1

�
x,k2

?
;µ, ⇣

�
. (5)

The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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y
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. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
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corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5
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Accuracy SIDIS 
HERMES

SIDIS 
COMPASS

DY fixed 
target DY collider N of points χ2/Npoints

Pavia 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.55

SV 2019 
arXiv:1912.06532 N3LL− ✔ ✔ ✔ ✔ 1039 1.06

MAP22 
arXiv:2206.07598 N3LL− ✔ ✔ ✔ ✔ 2031 1.06
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http://www.arxiv.org/abs/1912.06532
https://arxiv.org/abs/2206.07598
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Figure 5. Density of data in the plane (Q, x) (a darker color corresponds to a higher density).

The kinematic region in x and Q covered by the data set and thus contributing to the deter-
mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark
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2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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Figure 5. Density of data in the plane (Q, x) (a darker color corresponds to a higher density).

The kinematic region in x and Q covered by the data set and thus contributing to the deter-
mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark
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Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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Data set Ndat �2
D/Ndat �2

�/Ndat �2
0/Ndat

Tevatron total 71 0.87 0.06 0.93
LHCb total 21 1.15 0.3 1.45
ATLAS total 72 4.56 0.48 5.05
CMS total 78 0.53 0.02 0.55
PHENIX 200 2 2.21 0.88 3.08
STAR 510 7 1.05 0.10 1.15

DY collider total 251 1.86 0.2 2.06

DY fixed-target total 233 0.85 0.4 1.24

HERMES total 344 0.48 0.23 0.71
COMPASS total 1203 0.62 0.3 0.92

SIDIS total 1547 0.59 0.28 0.87

Total 2031 0.77 0.29 1.06
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FIG. 12: Graphical representation of the correlation matrix for the fitted parameters.
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FIG. 13: The TMD PDF of the up quark in a proton at µ =
p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right panel) as

a function of the partonic transverse momentum |k?| for x = 0.001, 0.01 and 0.1. The uncertainty bands represent the
68% CL.

Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.
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0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

|k�| [GeV]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

x
f

u 1
(x

,k
2 �
,Q

,Q
2
)

Q = 2 GeV

x = 0.1

x = 0.01

x = 0.001

0.0 0.5 1.0 1.5 2.0 2.5 3.0

|k�| [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

x
f

u 1
(x

,k
2 �
,Q

,Q
2
)

Q = 10 GeV

x = 0.1

x = 0.01

x = 0.001

FIG. 13: The TMD PDF of the up quark in a proton at µ =
p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right panel) as

a function of the partonic transverse momentum |k?| for x = 0.001, 0.01 and 0.1. The uncertainty bands represent the
68% CL.

Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.
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FIG. 14: The TMD FF for an up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right

panel) as a function of the hadron transverse momentum |P?| for z = 0.3 and 0.6. The uncertainty bands represent the
68% CL.

1. Collins–Soper kernel

It is interesting to study the Collins–Soper kernel [6, 109] that drives the evolution of TMDs in terms of the
rapidity scale ⇣. Recent discussions of this crucial component of the TMD formalism have been presented in
Refs. [110, 111] and estimates based on lattice QCD have been proposed in Refs. [112–114].

The Collins–Soper kernel, as written in Eq. (36), is composed of two parts. The first part can be calculated
perturbatively at NkLL accuracy, and is computed at b⇤:

K(b⇤(|bT |), µ) =
k�1X

n=0

✓
↵s(µb⇤)

4⇡

◆n+1

K
(n,0) �

kX

n=0

�
(n)
K

ˆ µ

µb⇤

dµ
0

µ0

✓
↵s(µ0)

4⇡

◆n+1

, (58)

where K
(n,0) and �

(n)
K are coe�cients of the perturbative expansion (see, e.g., Ref. [34]). Note that the integral

on the r.h.s. is directly computed by means of numerical integration, thus providing a fully resummed result.
The second part, denoted as gK , cannot be computed in perturbation theory and is one of the results of our fit.
Only the full Collins–Soper kernel can be compared with other works.

In Fig. 15, we show the Collins–Soper kernel as a function of |bT | by conventionally keeping the scale µ fixed
at 2 GeV, for our present analysis (MAPTMD22, green band) and for four other analyses in the literature [5, 7,
20, 22]. The solid lines at low |bT | follow the perturbative result. For MAPTMD22, PV19 [7] and PV17 [5], they
correspond to setting bmin = 0 for sake of comparison with the other SV19 [22], SV17 [20] results. The slight
di↵erences between the curves are due to the di↵erent logarithmic accuracies of the perturbative calculations:
the PV17 analysis was performed at NLL, the SV17 analysis at N2LL, the PV19, SV19 and MAPTMD22 at
N3LL. The size of the bands around the solid lines corresponds to one standard deviation of the parameter g2
around its best-fit value. The b⇤ prescription modifies the curves starting from |bT | ⇡ 1 GeV�1. The behavior
at high |bT | is driven by gK and is di↵erent for the various analyses.

The dashed curves show the e↵ect of using our prescription bmin = 2e��E/µ ⇡ 1.123/µ in MAPTMD22, PV19
and PV17. This implies that at low |bT | the Collins–Soper kernel saturates to a finite value, as indicated by
the dashed lines. As the scale increases, this modification occurs at lower and lower values of |bT | and becomes
less relevant.

2. Average squared transverse momenta

The average squared transverse momenta hk2
?
i(x,Q), hP 2

?
i(z,Q) are calculated with the Bessel weighting

technique suggested in Refs. [115, 116].
In the case of the TMD PDF for a quark q in the proton at µ =

p
⇣ = Q, one has [115, 116]:

hk2
?
iq(x,Q) =

´
d
2k? k2

?
f
q
1 (x,k

2
?
, Q,Q

2)´
d2k? f

q
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2
?
, Q,Q2)

=
2M2

f̂
q (1)
1 (x, |bT |, Q,Q

2)

f̂
q
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����
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, (59)

where the Fourier transform f̂
q
1 of the TMD PDF has been defined in Eq. (5) and the first Bessel moment of
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⇣ = Q = 2 GeV (left panel) and 10 GeV (right

panel) as a function of the hadron transverse momentum |P?| for z = 0.3 and 0.6. The uncertainty bands represent the
68% CL.

1. Collins–Soper kernel

It is interesting to study the Collins–Soper kernel [6, 109] that drives the evolution of TMDs in terms of the
rapidity scale ⇣. Recent discussions of this crucial component of the TMD formalism have been presented in
Refs. [110, 111] and estimates based on lattice QCD have been proposed in Refs. [112–114].

The Collins–Soper kernel, as written in Eq. (36), is composed of two parts. The first part can be calculated
perturbatively at NkLL accuracy, and is computed at b⇤:
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where K
(n,0) and �
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K are coe�cients of the perturbative expansion (see, e.g., Ref. [34]). Note that the integral

on the r.h.s. is directly computed by means of numerical integration, thus providing a fully resummed result.
The second part, denoted as gK , cannot be computed in perturbation theory and is one of the results of our fit.
Only the full Collins–Soper kernel can be compared with other works.

In Fig. 15, we show the Collins–Soper kernel as a function of |bT | by conventionally keeping the scale µ fixed
at 2 GeV, for our present analysis (MAPTMD22, green band) and for four other analyses in the literature [5, 7,
20, 22]. The solid lines at low |bT | follow the perturbative result. For MAPTMD22, PV19 [7] and PV17 [5], they
correspond to setting bmin = 0 for sake of comparison with the other SV19 [22], SV17 [20] results. The slight
di↵erences between the curves are due to the di↵erent logarithmic accuracies of the perturbative calculations:
the PV17 analysis was performed at NLL, the SV17 analysis at N2LL, the PV19, SV19 and MAPTMD22 at
N3LL. The size of the bands around the solid lines corresponds to one standard deviation of the parameter g2
around its best-fit value. The b⇤ prescription modifies the curves starting from |bT | ⇡ 1 GeV�1. The behavior
at high |bT | is driven by gK and is di↵erent for the various analyses.

The dashed curves show the e↵ect of using our prescription bmin = 2e��E/µ ⇡ 1.123/µ in MAPTMD22, PV19
and PV17. This implies that at low |bT | the Collins–Soper kernel saturates to a finite value, as indicated by
the dashed lines. As the scale increases, this modification occurs at lower and lower values of |bT | and becomes
less relevant.
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technique suggested in Refs. [115, 116].
In the case of the TMD PDF for a quark q in the proton at µ =

p
⇣ = Q, one has [115, 116]:

hk2
?
iq(x,Q) =

´
d
2k? k2

?
f
q
1 (x,k

2
?
, Q,Q

2)´
d2k? f

q
1 (x,k

2
?
, Q,Q2)

=
2M2

f̂
q (1)
1 (x, |bT |, Q,Q

2)

f̂
q
1 (x, |bT |, Q,Q2)

����
|bT |=0

, (59)

where the Fourier transform f̂
q
1 of the TMD PDF has been defined in Eq. (5) and the first Bessel moment of

Different from a simple Gaussian

MAP Collaboration, arXiv:2206.07598

http://arxiv.org/abs/arXiv:2206.07598
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First investigation 10 years ago: 
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but we don’t control it well
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Figure 6. Plot of the Collins-Soper kernel at µ = 2 GeV. Di↵erent lines correspond to the independent

extractions CASCADE [81], SV19 [8], MAP22 [9], and ART23 (this work).

Figure 7. Shape of TMDs in the (x,b)-space. The color indicates the uncertainty.

Namely, they almost vanish at their lower boundary. For negligible values of �’s the b�profile
of the corresponding TMDPDF flattens. This is a clearly non-physical behavior, which results in
disturbed shapes of the uncertainty bands for d̄ and sea flavors at large-b. Simultaneously, it does
not produce any problem in the prediction for the cross-section, since the TMDPDFs contributes
in products with the evolution factors. It merely indicates that the present observables/data are
not restrictive enough for these flavor combinations.

The shapes of the TMDPDFs are shown in fig. 7 for u and d quarks (other flavors show similar
behaviour). The sizes of the uncertainty bands are shown in fig. 8 in comparison to the SV19 bands.
Generally, the uncertainty bands are increased by an order of magnitude, and grow faster with the
increase of b. This is the result of incorporating the PDF uncertainties, which helps to avoid the
PDF-bias and allows for a more realistic uncertainty estimation. The x-shape of the uncertainties
has become more involved. Their minimum is at x ⇠ 10�2, where the most precise data are
located. The sizes of quark- and anti-quark uncertainties are compatible, because most part of the
data depend on the product f1qf1q̄ that does not distinguish between quarks and anti-quarks.

– 21 –

ART23 
N4LL− accuracy 

Drell-Yan only

https://arxiv.org/abs/2305.07473


MOST RECENT EXTRACTION 22

Moos, Scimemi, Vladimirov, Zurita, 2305.07473

Figure 6. Plot of the Collins-Soper kernel at µ = 2 GeV. Di↵erent lines correspond to the independent

extractions CASCADE [81], SV19 [8], MAP22 [9], and ART23 (this work).

Figure 7. Shape of TMDs in the (x,b)-space. The color indicates the uncertainty.

Namely, they almost vanish at their lower boundary. For negligible values of �’s the b�profile
of the corresponding TMDPDF flattens. This is a clearly non-physical behavior, which results in
disturbed shapes of the uncertainty bands for d̄ and sea flavors at large-b. Simultaneously, it does
not produce any problem in the prediction for the cross-section, since the TMDPDFs contributes
in products with the evolution factors. It merely indicates that the present observables/data are
not restrictive enough for these flavor combinations.

The shapes of the TMDPDFs are shown in fig. 7 for u and d quarks (other flavors show similar
behaviour). The sizes of the uncertainty bands are shown in fig. 8 in comparison to the SV19 bands.
Generally, the uncertainty bands are increased by an order of magnitude, and grow faster with the
increase of b. This is the result of incorporating the PDF uncertainties, which helps to avoid the
PDF-bias and allows for a more realistic uncertainty estimation. The x-shape of the uncertainties
has become more involved. Their minimum is at x ⇠ 10�2, where the most precise data are
located. The sizes of quark- and anti-quark uncertainties are compatible, because most part of the
data depend on the product f1qf1q̄ that does not distinguish between quarks and anti-quarks.

– 21 –

ART23 
N4LL− accuracy 

Drell-Yan only

Different up and down TMDs

https://arxiv.org/abs/2305.07473


RECENT DISCUSSION IN “HSO” APPROACH 23

24

-0.1

0.1

0.3

0.5

0.7

0.0 0.4 0.8 1.2

  x=0.1

Q = 4  GeV

k T
2  

* f
u/

p(
x,

k T
;Q

,Q
2 )

kT/Q

HSO (Gauss)
HSO (Spect)
MAP22(NNLL)
fpert

FIG. 9: The up-flavor TMD pdfs obtained within the HSO approach from this paper compared those of the MAP22 collabora-
tion, at x = 0.1 and six di↵erent values of Q, as indicated in the legend inside each panel. The solid and dashed purple lines are
the HSO parametrization of k2

Tfu/p(x, kT;Q,Q
2), as obtained by using the Gaussian and the spectator nonperturbative models,

while the dashed-dotted purple lines represent the corresponding perturbative (large kT) behaviour. Black lines represent the
NNLL MAP22 [46] results and were produced with NangaParbat.

transverse single spin asymmetries from the JAM collaboration in Ref. [48] is accompanied by the rather bold but
dubious interpretation that it “indicates single transverse-spin asymmetries in high-energy collisions have a common
origin.” In support of this claim, Ref. [48] uses a hybrid of rather di↵erent theoretical formalisms, approximations,
and simplifying assumptions in the calculations they use for their phenomenological analysis, with TMD factorization
appearing as only one component. The range of Q is large, extending as low as Q ⇡ 1.4 GeV, near the boundary where
factorization starts to be questionable, and as high as 80 GeV, so that at least some nontrivial e↵ects from evolution
might be expected. The fits appear reasonable by the standards of �2 minimization, but it is unclear how sensitive
this outcome is to the underlying theoretical hypotheses and assumptions that they purport to test. It is also unclear
how sensitive each data set is to each mechanism under consideration, or if there is an associated overfitting problem
of the type discussed above for unpolarized scattering. Therefore, the claims of predictive power given there are
di�cult to assess. Notably, however, the fits in Ref. [48] fail significantly at predicting most of the data in subsequent
measurements from the STAR collaboration [49].

The approach we have discussed in this paper extends naturally to spin dependent observables like those considered
in Ref. [48] while providing a much more systematic way to frame and assess claims of predictive power.
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The kT2 weighing exposes the tails  
(multiplied by a factor of 10 in this case)
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The paper emphasizes the relevance of prescription choices and simultaneous TMD-PDF fit,  
but does not provide a fit to extended data sets.
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The use of a Monte Carlo PDF set gives a better 
idea of the full TMD uncertainties, without 

dramatically changing the TMD functional form 



INCLUSION OF HADRON DEPENDENCE IN TMD FF 25

Nonpert. TMD components of FF 
equal for pions and kaons



INCLUSION OF HADRON DEPENDENCE IN TMD FF 25

Nonpert. TMD components of FF 
equal for pions and kaons Distinction between pions and kaons



INCLUSION OF HADRON DEPENDENCE IN TMD FF 25

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

|P?|

0.0

0.1

0.2

0.3

0.4

0.5

z
D

1
(z

,P
2 ?
,Q

,Q
2
) Q = 2 GeV z = 0.6

u ! º+

u ! K+

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

|P?|

0.0

0.2

0.4

0.6

0.8

1.0

1.2

D
1
(z

,P
2 ?
,Q

,Q
2
)/

D
1
(z

,0
,Q

,Q
2
)

Q = 2 GeV z = 0.6

u ! º+

u ! K+

Nonpert. TMD components of FF 
equal for pions and kaons Distinction between pions and kaons



LESSONS LEARNED



▸ Simple Guassians or bell-like shapes are not sufficient to describe data

LESSONS LEARNED



▸ Simple Guassians or bell-like shapes are not sufficient to describe data

▸ The TMD shape must be x-dependent

LESSONS LEARNED



▸ Simple Guassians or bell-like shapes are not sufficient to describe data

▸ The TMD shape must be x-dependent

▸ The TMD frag. functions are probably different for different final-state hadrons

LESSONS LEARNED



▸ Simple Guassians or bell-like shapes are not sufficient to describe data

▸ The TMD shape must be x-dependent

▸ The TMD frag. functions are probably different for different final-state hadrons

▸ The TMDs are probably different for different quark flavors
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FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)
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The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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bT [fm] 0.12 0.24 0.36 0.48 0.60 0.72 0.84
“MS, uNNLL

q 0.12(12) -0.20(9) -0.43(11) -0.64(15) -0.80(15) -0.94(41) -1.24(68)

TABLE II. Quark Collins-Soper kernel “MS

q (bT , µ = 2 GeV) as a function of bT .

FIG. 13. CS kernel in bT space for di�erent choices of
Dirac structure � with uNNLL matching (top panel) and
for all computed accuracies of the matching correction
”“MS

q (bT , µ, x, P z
1 , P z

2 ) (bottom panel).

renormalization scheme.
While a complete quantification of systematic uncer-

tainties would require performing lattice QCD calcula-
tions at multiple lattice spacings and at larger boosts or
higher-order perturbative matching, the precision and
control over systematic uncertainties achieved in this
work is su�cient to preliminarily compare the CS kernel
determination with phenomenological parameterizations
of the kernel fit to experimental data. In Fig. 15 the
final determination is compared with the following pa-
rameterizations: Scimemi and Vladimirov (SV19) [51],
Bachetta et al. (Pavia19) [52], the MAP Collaboration
(MAPTMD22) [55], Moos et al. (ART23) [56], as well as
an older parameterization based on the work of Brock,
Landry, Nadolsky and Yuan (BLNY) [44] and employed
in recent code packages for resummation calculations rel-
evant to precision electroweak measurements [110, 111].
Within quantified uncertainties, the data agrees with all

FIG. 14. Imaginary part of the CS kernel estimator shown
for various accuracies of the perturbative matching correction
”“MS

q (bT , µ, x, P z
1 , P z

2 ).
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FIG. 15. CS kernel with uNNLL matching in bT space (green
squares) compared to phenomenological parameterizations of
experimental data in Refs. [44, 51, 52, 55, 56] labelled BLNY,
SV19, Pavia19, MAP22, and ART23, respectively, as well as
perturbative results from Refs. [108, 109] labelled N3LO.

models in the range 0.12 fm <
≥ bT

<
≥ 0.24 fm, with all

but BLNY for 0.24 fm <
≥ bT

<
≥ 0.6 fm, and with SV19,

MAPTMD22 and ART23 for bT
>
≥ 0.6 fm. Finally, for

bT Ø 0.6 fm, the results are consistent with a constant,
as suggested for the large-bT behavior in Ref. [112]. Dis-
cretization artifacts and power corrections, both enhanced
at small bT , will be studied in more detail in future work.
More refined comparisons would also take into account
the di�erences in the number of quark flavors and their
masses between the lattice QCD determination and the
global analyses, which lead to perturbative corrections
described in Ref. [113].
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FIG. 5. Our final results for isovector unpolarized TMDPDFs xf(x, b?, µ, ⇣) at renormalization scale µ = 2 GeV and rapidity
scale

p
⇣ = 2 GeV, extrapolated to physical pion mass 135 MeV and infinite momentum limit P z ! 1, compared with PV17

[6], MAPTMD22 [9], SV19 [7] and BHLSVZ22 [8] global fits (slashed bands). The colored bands denote our results with both
statistical and systematic uncertainties, the shaded grey regions imply the endpoint regions where LaMET predictions are not
reliable.
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SUPPLEMENTAL MATERIALS

Renormalization

In order to renormalize the bare quasi-TMD matrix
elements, the square root of Wilson loop

p
ZE and loga-

rithmic divergence factor ZO need to be computed.
The Wilson loop ZE(r = 2L+z, b?, a) is defined as the

vacuum expectation of a rectangular shaped space-like
gauge links with size r⇥b?. It is introduced to eliminate
the linear divergence form as e��m̄r, which comes from
the self-energy corrections of the gauge link [28, 34], as
well as the pinch-pole singularity, which comes from the
heavy quark e↵ective potential term e�V (b?)L from the
interactions between the two Wilson lines along the z
direction in the staple link [20]. In practice, the signal
to noise ratio of ZE(r, b?, a) grows fast and is hardly
available at large r and/or b?. To address this, we fit the
e↵ective energies of Wilson loop, which denote the QCD
static potentials, and then extrapolate them at large r
and/or b? area, as in Ref. [27]. Numerical results of
Wilson loop are shown in the upper panel of Fig. 6.

Besides, the logarithmic divergences factor ZO can be
extracted from the zero-momentum bare matrix elements
h̃0
� (z, b?, 0, a, L). In order to keep the renormalized ma-

trix elements consistent with perturbation theory, ZO

should be determined with the condition:

ZO(1/a, µ,�) = lim
L!1

h̃0
� (z, b?, 0, a, L)p

ZE (2L+ z, b?, a)h̃MS
� (z, b?, µ)

(12)

in a specific window where z ⌧ ⇤�1
QCD so that the

perturbation theory works well. Here the perturbation
results have been evolved from the intrinsic physical
scale 2e��E/

p
z2 + b2? to MS scale µ via renormalization

group equation [44]. To preserve a good convergence of
the perturbation theory before and after RG evolution,
we choose the region where b? = a, z = 0 or a. More
discussions about RG evolution can be found in the fol-
lowing section. The numerical value for ZO in this work
is taken as 1.0622(87), of which the uncertainty is negli-
gible compared with other systematic uncertainties.

LPC collaboration, arxiv:2211.02340
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → µν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500

ALEPH

DELPHI

L3

OPAL

CDF

D0

+ATLAS W

−ATLAS W

±ATLAS W

ATLAS

Measurement
Stat. Uncertainty
Full Uncertainty

Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ

T and mT fits in three |ηℓ| bins), while

 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |ηℓ| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → µν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500
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+ATLAS W

−ATLAS W

±ATLAS W
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Measurement
Stat. Uncertainty
Full Uncertainty

Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ

T and mT fits in three |ηℓ| bins), while

 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |ηℓ| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV
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results, including measurements from the LEP experiments ALEPH,
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iments CDF and D0 [22,23]. The vertical bands show the statistical
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In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
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the parton shower PDF uncertainty give the largest contribu-
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3

for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large 
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large 
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)

Impact on the determination of MW

NLL+LO QCD analysis obtained through a modified version of the 

DYRes code [Catani, deFlorian, Ferrera, Grazzini (2015)]


(LHC 7 TeV, ATLAS acceptance cuts)


Statistical uncertainty: 2.5 MeV 
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which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].
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narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)
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which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large 
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)

Impact on the determination of MW
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DYRes code [Catani, deFlorian, Ferrera, Grazzini (2015)]


(LHC 7 TeV, ATLAS acceptance cuts)


Statistical uncertainty: 2.5 MeV 

Bacchetta, Bozzi, Radici, Ritzmann, Signori (arXiv:1807.02101)

3

which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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Table 1: Summary of the uncertainties in the determination of Us (</ ), in units of 10�3.

Experimental uncertainty ±0.44
PDF uncertainty ±0.51
Scale variation uncertainties ±0.42
Matching to fixed order 0 �0.08
Non-perturbative model +0.12 �0.20
Flavour model +0.40 �0.29
QED ISR ±0.14
N4LL approximation ±0.04

Total +0.91 �0.88

Fits without the O(U
3
s ) matching corrections yield an Us(</ ) central value which is 0.00024 lower, and

the half envelope due to the scale variations increases from ±0.00042 to ±0.00062, which is consistent
with the observed shift. Uncertainties in the matching to fixed order are estimated with fits in which the
unitarity constraint is not applied. For these fits, the midpoint and half envelope of Us(</ ) values from
the scale variations yield Us(</ ) = 0.11820 ± 0.00037. The difference between this set of fits and the
nominal set of fits is taken as a one-sided matching uncertainty of �0.00008.

Additional uncertainties in the modelling of the non-perturbative form factor are estimated with variations
of corresponding parameters, leading to an estimate of +0.00012

�0.00020, as described in Section 7. The effect
of charm- and bottom-quark masses and thresholds are estimated with various alternative fits, such as
by including variable-flavour number either in the evolution of the PDFs (�0.00029) or in the running
of Us [67] in the Sudakov form factor (+0.00021), by varying the charm threshold `2 by a factor of 2
(+0.00007), by varying the bottom threshold `1 by a factor of 0.5 (�0.00029), or by including the effect of
final-state gluon-splitting into massive bottom-quark (+0.00040) and charm-quark (+0.00001) pairs. The
largest excursions are taken as an estimated uncertainty of +0.00040

�0.00029 associated with the flavour model.

The inclusion of initial-state radiation of photons at leading-logarithm accuracy shifts the value of Us(</ ) by
�0.00028. Half of this shift is assigned as an uncertainty associated with missing higher-order corrections
for the initial-state radiation of photons. Initial-state radiation of photons at next-to-leading-logarithm
accuracy [62] shifts the value of Us(</ ) by +0.00007, which is well within the assigned uncertainty.
The inclusion of NLO electroweak corrections shifts the value of Us(</ ) by +0.00006, and uncertainties
related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or our incomplete knowledge of some of the
coefficients required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of
±0.00004, with the largest contribution coming from the numerical approximation of the cusp anomalous
dimension at five loops [42], and from our incomplete knowledge of the hard-collinear contributions at
four loops [45]. Uncertainties due to the numerical approximation of the four-loop splitting functions are
already included in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions

evaluated at the measured value of Us(</ ) and with the best-fit values of the non-perturbative parameters
and the QCD scales. In addition to the PDF uncertainties included in Eq. (1), all theory uncertainties
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unitarity constraint is not applied. For these fits, the midpoint and half envelope of Us(</ ) values from
the scale variations yield Us(</ ) = 0.11820 ± 0.00037. The difference between this set of fits and the
nominal set of fits is taken as a one-sided matching uncertainty of �0.00008.

Additional uncertainties in the modelling of the non-perturbative form factor are estimated with variations
of corresponding parameters, leading to an estimate of +0.00012

�0.00020, as described in Section 7. The effect
of charm- and bottom-quark masses and thresholds are estimated with various alternative fits, such as
by including variable-flavour number either in the evolution of the PDFs (�0.00029) or in the running
of Us [67] in the Sudakov form factor (+0.00021), by varying the charm threshold `2 by a factor of 2
(+0.00007), by varying the bottom threshold `1 by a factor of 0.5 (�0.00029), or by including the effect of
final-state gluon-splitting into massive bottom-quark (+0.00040) and charm-quark (+0.00001) pairs. The
largest excursions are taken as an estimated uncertainty of +0.00040

�0.00029 associated with the flavour model.

The inclusion of initial-state radiation of photons at leading-logarithm accuracy shifts the value of Us(</ ) by
�0.00028. Half of this shift is assigned as an uncertainty associated with missing higher-order corrections
for the initial-state radiation of photons. Initial-state radiation of photons at next-to-leading-logarithm
accuracy [62] shifts the value of Us(</ ) by +0.00007, which is well within the assigned uncertainty.
The inclusion of NLO electroweak corrections shifts the value of Us(</ ) by +0.00006, and uncertainties
related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or our incomplete knowledge of some of the
coefficients required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of
±0.00004, with the largest contribution coming from the numerical approximation of the cusp anomalous
dimension at five loops [42], and from our incomplete knowledge of the hard-collinear contributions at
four loops [45]. Uncertainties due to the numerical approximation of the four-loop splitting functions are
already included in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions

evaluated at the measured value of Us(</ ) and with the best-fit values of the non-perturbative parameters
and the QCD scales. In addition to the PDF uncertainties included in Eq. (1), all theory uncertainties
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Figure 1: The first transverse moment x f?(1)
1T of the Sivers TMD as a function of x for the up (upper panel) and down quark (lower panel). Solid

band: the 68% confidence interval obtained in this work at Q2 = 4 GeV2. Hatched bands from PV11 [14], EIKV [16], TC18 [17] and at di↵erent
Q2 as indicated in the figure.

level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final
state [36]. Our predictions well describe also the z and PhT distributions, even if those projections of the data were
not included in the fit. (More information about the fit procedure, the best-fit parameters and the agreement with data
can be found in App. Appendix B.)

In Fig. 1, we show the first transverse moment x f?(1)
1T (Eq. (5), multiplied by x) as a function of x at Q0 =

2 GeV2 for the up (upper panel) and down quark (lower panel). We compare our results (solid band) with other
parametrizations available in the literature [14, 16, 17] (hatched bands, as indicated in the figure). In agreement with
previous studies, the distribution for the up quark is negative, while for the down quark is positive and both have a
similar magnitude. The Sivers function for sea quarks is very small and compatible with zero.

In general, the result of a fit is biased whenever a specific fitting functional form is chosen at the initial scale. In
our case, we tried to reduce this bias by adopting a flexible functional form, as it is evident particularly in Eq. (8).
Nevertheless, we stress that our extraction is still a↵ected by this bias and extrapolations outside the range where data
exist (0.01 . x . 0.3) should be taken with due care. At variance with other studies, in the denominator of the
asymmetry in Eq. (10) we are using unpolarized TMDs that were extracted from data in our previous Pavia17 fit, with
their own uncertainties. Therefore, our uncertainty bands in Fig. 1 represent the most realistic estimate that we can
currently make on the statistical error of the Sivers function.

In Fig. 2, we show the density distribution ⇢a
p" of unpolarized quarks in a transversely polarized proton defined in

Eq. (1), at x = 0.1 (upper panels) and x = 0.01 (lower panels) and at the scale Q2 = 4 GeV2. The proton is moving
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Figure 19. Qiu-Sterman function at µ = 10GeV for different quark flavors, derived from the Sivers
function (4.11). Our results are labeled as BPV20. The black line shows the CF value. Blue band shows
68%CI without gluon contribution added. The green band shows the band obtained by adding the gluon
contribution estimated to be G

(+) = ±|Td + Tu| as described in the text. Our results are compared
to JAM20 [30] (gray dashed line with the error corridor hatched), PV20 [29] (magenta hatched region),
ETK20 [31] (violet hatched region, dashed line).

4.6 Analysis of the sign change

The sign-change of the Sivers function (2.3) is one of the principal predictions of the TMD factoriza-
tion theorem. It follows from the nontrivial shape of the gauge-link contour within TMD operators
(2.1) and would be absent in the case of a straight gauge link. Here, we attempt to estimate the
significance of the sign-change.
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].

5

Q= 2GeV

Bacchetta, Delcarro,  
Pisano, Radici, 
arXiv:2004.14278

https://arxiv.org/abs/2004.14278


3D STRUCTURE IN MOMENTUM SPACE 35

Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].

5

Q= 2GeV

Bacchetta, Delcarro,  
Pisano, Radici, 
arXiv:2004.14278

1

2

3

4

(a) (b)

(c) (d)

Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.

polarization, we introduce the momentum space quark density function

⇢1;q h"(x,kT ,ST , µ) = f1;q h(x, kT ; µ, µ
2) �

kTx

M
f
?
1T ;q h(x, kT ; µ, µ

2), (4.7)

where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can
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FIG. 4: The extracted functions h1(x), f?(1)
1T (x), and H
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1 (z) at Q

2 = 4 GeV2 from our JAM3D-22 global analysis (blue solid
curves with 1-� CL error bands) compared to the functions from other groups. The generated Soffer bound (SB) data are
also displayed (cyan points). We note that for all groups the curves are the central values of the 68% confidence band. The
transversity function for Radici, Bacchetta ‘18 and Benel, et al. ’20 are for valence u and d quarks.

0.2 0.4 0.6 0.8 x

0.0

0.2

0.4

0.6

x
h

u
�

d
1

(x
)/

g
T

JAM22

Egerer et al ‘21

0.2 0.4 0.6 0.8 x

�0.2

0.0

0.2

0.4

0.6

x
h

1
(x

)

u

d

Alexandrou et al ‘22
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from the lattice calculation of Refs. [132, 167] (at Q
2 = 4 GeV2) at the physical pion mass with only statistical uncertainties,

compared to our JAM3D-22 result (blue) at Q
2 = 4 GeV2.

discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
?(1)
1T

(x) is a consequence of the 3D-binned HERMES
Sivers effect data (see Appendix A). This change in the function makes the magnitude of JAM3D-22’s f

?(1)
1T

(x) more
consistent with the recent extractions in Ref. [57] (Echevarria, et al. ‘20 in Fig. 4) as well as Ref. [60] (Bacchetta, et
al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃

?
1T

(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
?(1)
1T

(x))
was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
however, they start to deviate from each other at larger values of kT due to the inclusion of gluon radiation effects in

Interesting work from the point of view of simultaneous use of several measurements, but still 
limited from other perspectives (lack of TMD evolution and knowledge of the unpolarized 
function) 
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FIG. 11. The extracted first transverse moments of Sivers
functions from the proton-DNN model (upper) and deuteron-
DNN model (lower) at x = 0.1 and Q

2 = 2.4 GeV2 with 68%
CL error-bands, including systematic uncertainties.

FIG. 12. The extracted Sivers functions for valence u(d)
quarks from the proton-DNN model represented in upper
(lower) half of the figure; with the results from: PV22 [51],
JAM20 [5], EIKV [8], TC18 [61].

DNN models are given in Fig. 11 with 68% CL error-

bands using the optimized hyperparameter configurations

C2 and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero,
based on the systematic uncertainties.

Comparing the results in Fig. 1 of [51] as shown in Fig.

12, we see that the xf?(1)u
1T from the DNN model is more

consistent with [5, 8] in the vicinity of x = 0.1, although

it is consistent with [27] at x = 0.01. The xf?(1)d
1T , in

general, is consistent with the extractions from [4, 5, 8,
26, 27, 51, 61]. Additionally, the extracted behavior of

xf?(1)u
1T and xf?(1)d

1T is consistent with the qualitative
observation in [26],

�Nf (1)
u/p"(x) = ��Nf (1)

d/p"(x)

or f?(1)u
1T (x) = �f?(1)d

1T (x) (32)

which was originally a prediction from the large-Nc limit
of QCD [62]. Most importantly, the DNN model is able
to capture the feature of the u and d quarks orbiting
in opposite directions without imposing this constraint
directly as done in [45]. In terms of the quantitative
assessment, Eq. (32) could be accurate at the large-Nc

limit, if the isospin breaking e↵ects are also included at
the next to leading order in O(1/Nc).

In regards to the light sea-quarks, the proton-DNN

model extracts the features such as �Nf (1)
ū/p"(x) > 0 and

�Nf (1)
d̄/p"(x) < 0, even considering the scale of the uncer-

tainties. Additionally, the proton-DNN model is consis-
tent with

�Nf (1)
ū/p"(x) = ��Nf (1)

d̄/p"(x) (33)

which was also a similar observation from a theoretical
calculation based on SU(2) chiral Lagrangian [63] and
the predictions at large-Nc limit of QCD [62]. The cen-
tral values extracted in [27] are qualitatively similar to
the features seen in Fig. 11 which are small but non-zero
within the uncertainties. Additionally, the correspond-
ing central values extracted in [4] are both negative but
consistent with zero.

The first transverse moments xf?(1)q
1T (x), in the case

of SU(3)flavor, from our DNN result, are more precise
(narrower error bands) than those in [4, 23, 26]. However,
the error bands are slightly larger than those in JAM20
[5], which includes more data from SIDIS, DY and SIA,
pp-collisions, and parameterizations for Sivers, Collins,
and Transversity TMDs together.

D. Projections

1. SIDIS Projections

In Fig. 13, we compare the SIDIS Sivers asymmetries
(in red) projected onto the HERMES2020 3D kinematic
bins with the experiment measurements (in blue). These

Fernando, Keller, arXiv:2304.14328
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FIG. 20. Quark density distributions ⇢
a
p" from the proton-

DNN model (average of 1000 replicas ) for the light quark
flavor a = {u, ū, d, d̄, s, s̄} inside a proton polarized along the
+y direction and moving towards the reader, as a function of
(kx, ky) at x = 0.1 and Q

2 = 2.4 GeV2.

⇢a
p"(x, kx, ky; Q2) = fa

1 (x, k2
?; Q2) � kx

mp
f?a
1T (x, k2

?; Q2),

(37)

where k? is a two-dimensional vector (kx, ky), and
the unpolarized TMD and the Sivers function for quark-
flavor a are respectively represented as fa

1 (x, k2
?; Q2), and

f?a
1T (x, k2

?; Q2). The corresponding quark density distri-
butions from our proton-DNN model for all light quark
flavors in SU(3)flavor at x = 0.1 and Q2 = 2.4 GeV2 are
shown in Fig. 20. The observed shifts in each quark
flavor are linked to the correlation between the OAM of
quarks and the spin of the proton. The results shown in
Fig. 20 provide evidence of non-zero OAM in the wave
function of the proton’s valence and sea quarks. The pro-
ton-DNN model calculations for the u and d quarks are
similar to those reported in [7, 51], where the distortion
has a positive shift for the u-quark and a negative shift
for the d-quark with respect to the +x direction. From
the results in Fig. 20, the proton-DNN model demon-
strates that a virtual photon traveling towards a polar-
ized proton “sees” an enhancement of the quark distribu-
tion, in particular more u, ū-quarks to its right-hand side
and more d, d̄-quarks to its left-hand side in the momen-
tum space. Moreover, the resultant shifts for ū, s quarks
from the proton-DNN model are also in agreement with
[7]. In the low-x region, the momentum space quark den-
sity becomes almost symmetric [51], and it indicates that
the Sivers e↵ect becomes smaller and the corresponding
experimentally observed asymmetry is small.

The forthcoming data from Je↵erson Lab at 12 GeV,
Fermilab SpinQuest experiment, and the anticipated fu-
ture data from the Electron-Ion Collider [75–77], along
with their extensive kinematic coverage, are expected
to provide invaluable insights into the 3D structure of
the nucleon. Obtaining a model-independent estimate
of quark angular momentum requires parton distribu-
tions that simultaneously depend on both momentum
and position [78–81]. In addition to experimental ob-
servations, lattice QCD (LQCD) computations provide a
valuable tool for QCD phenomenology from first princi-
ples. For instance, LQCD has been utilized to investigate
the Sivers e↵ect and other TMD observables at di↵erent
pion masses [82] as well as the generalized parton dis-
tribution at the physical pion mass [83]. Additionally,
LQCD results on the Collins-Soper kernel over a range
of bT (the Fourier transform of the transverse momen-
tum) are useful for global fits of TMD observables from
di↵erent processes [84]. In this way, LQCD could com-
plement the experimental data and open up an avenue
to enhance the DNN method to explore the 3D structure
of nucleons more directly.

VIII. EXPLORING EVOLUTION

The solution of the TMD evolution equations [12, 16],

µ2 dF (x, b; µ, ⇣)

dµ2
=

�F (µ, ⇣)

2
F (x, b; µ, ⇣) (38)

⇣
F (x, b; µ, ⇣)

d⇣
= �D(b, µ)F (x, b; µ, ⇣) (39)

can be written as the following simplified form in terms
of the Fourier transform of k? (i.e., b) [7] where F can
be any TMD distribution

F (x, b; µ, ⇣) =

✓
⇣

⇣µ(b)

◆�D(b,µ)

F (x, b), (40)

and D(b) is the nonperturbative Collins-Soper kernel.
Also in the literature, these scales were generally selected
as

µ ⇠ Q, ⇣F ⇣D ⇠ Q4, µ2 = ⇣2 = Q2 (41)

[6–8, 16, 85], and the global fits have been performed us-
ing some form of evolution factor as a function of the
Collin-Soper kernel. Although the full analysis of incor-
porating TMD evolution from the DNN fit is beyond the
scope of this work, a preliminary DNN fit has been per-
formed by modifying the Nq(x) as Nq(x, Q2) by adding
a separate input node for Q2 in addition to x. The
Fig. 21 shows the percentage of the Sivers asymmetry

(Asin(�h��S)
UT ) vs Q2 (GeV2) in comparison with [6]. The

preliminary version of the TMD evolution from DNN is
in agreement with the observation in [6] within 68% CL
(with 1000 replica models) regarding the suppression of
the full asymmetry faster than ⇠ 1/

p
Q, but slower than

Interesting work from the point of view of the use of Neural Networks, but still limited from other 
perspectives (lack of TMD evolution and knowledge of the unpolarized function) 
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).
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of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is
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MSHT20 extraction [34], which uses a similar scheme. We noticed that it is important to set our
threshold parameters identical to those used in MSHT20. It reduces the oscillations down to a
negligible ⇠ 0.01%. The values of the threshold masses are reported in tab. 1.

2.4 Models for TMD distributions and CS kernel

We use the following phenomenological ansatz for our optimal unpolarized TMDPDFs:

f1,f h(x, b) =

Z 1

x

dy

y

X

f 0

Cf f 0 (y,LµOPE
, as(µOPE)) qf 0 h

✓
x

y
, µOPE

◆
f
f
NP(x, b), (2.30)

where the functions f
f
NP accumulate the e↵ect of power corrections to the small-b matching. To

satisfy the general structure of OPE [51], ff
NP must be a function of b2 and behave as ff

NP(x, b) ⇠
1 + O(b2) at small b. Additionally, ff

NP must decay at large b to ensure the convergence of the
Hankel transformation. Note that, in the ansatz (2.30), the logarithm of b in the coe�cient function
grows unrestricted at large-b (the so-called “global ln(b)”-setup).

There is a large freedom in the definition of the functions f
f
NP. The main criterion for their

construction is to have the maximum flexibility with the smallest number of free parameters. From
our experience in previous extractions we deduce that the optimal b-profile is the one with an
exponential decay at b ! 1 and Gaussian behavior at intermediate b [5, 7, 8]. The x-profile should
distinguish large and small-x contributions [6–9]. After several tries we decided for the following
functional form

f
f
NP (x, b) =

1

cosh
⇣⇣

�
f
1 (1� x) + �

f
2x

⌘
b

⌘ , (2.31)

where �
f
1,2 are free parameters. In the present fit, we distinguish {u, d, ū, d̄, sea} flavors, where

sea stands for {s, s̄, c, c̄, b, b̄}-quarks. This decomposition is suggested by the data as they do not
allow the flavor separation of sea quarks yet. In total we have 10 free parameters, {�u

1 ,�
u
2 ,�

d
1,�

d
2,

�
ū
1 ,�

ū
2 ,�

d̄
1,�

d̄
2,�

sea
1 ,�

sea
2 }.

The novel feature of the present ansatz is the flavor dependence. In previous determinations of
unpolarized TMD distributions fNP was chosen to be flavor-independent, which led to a number of
undesirable e↵ects, see ref. [26]. First of all, the extraction of the TMD distribution appeared to be
strongly dependent on the choice of the collinear PDF, and often an ansatz of fNP valid for one PDF
set was not successful for another (we call this e↵ect “PDF bias”). Secondly, the uncertainties of
fNP were essentially underestimated. The inclusion of flavor dependence significantly reduces these
problems. Additionally, the functional form used for each flavor f in eq. (2.31) is much simpler in
comparison to SV19 [8] or MAP22 [9].

The ansatz for the CS kernel reads

D(b, µ) = Dsmall-b(b
⇤
, µ
⇤) +

Z µ

µ⇤

dµ
0

µ0
�cusp(µ

0) +DNP(b), (2.32)

where Dsmall-b is given in eq. (2.29), and DNP provides the rest of the NP terms. The term with
the integral in eq. (2.32) performs the evolution of the CS kernel1 from the scale µ

⇤ to the scale µ.
Therefore, generally, eq. (2.32) does not depend on µ

⇤, apart from the truncation of the perturbative
series. The functions b⇤ and µ

⇤ are

b
⇤(b) =

bq
1 + b2

B2

NP

, µ
⇤(b) =

2e��E

b⇤(b)
, (2.33)

1
In SV19 the evolutional part was taken into account by using the resummed version of Dsmall-b [52]. Formally,

the resummed expression is the solution of the evolution equation (2.14). However, for b = b⇤, the resummed solution

deviates from the exact solution at large b. For that reason, we prefer to use the explicit integral in the present fit.

Also, the current implementation allows us to introduce the control scale µ⇤
, often discussed by other groups.
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J
H
E
P
0
6
(
2
0
1
7
)
0
8
1

from the presence of components of the quark wave function with angular momentum
L = 1 [67–71]. Similar features occur in models of fragmentation functions [38, 67, 72].

The Gaussian width of the TMD distributions may depend on the parton flavor
a [23, 38, 73]. In the present analysis, however, we assume they are flavor independent.
The justification for this choice is that most of the data we are considering are not suffi-
ciently sensitive to flavor differences, leading to unclear results. We will devote attention
to this issue in further studies.

Finally, we assume that the Gaussian width of the TMD depends on the fractional
longitudinal momentum x according to

g1(x) = N1
(1− x)α xσ

(1− x̂)α x̂σ
, (2.38)

where α, σ, and N1 ≡ g1(x̂) with x̂ = 0.1, are free parameters. Similarly, for fragmentation
functions we have

g3,4(z) = N3,4
(zβ + δ) (1− z)γ

(ẑβ + δ) (1− ẑ)γ
, (2.39)

where β, γ, δ, and N3,4 ≡ g3,4(ẑ) with ẑ = 0.5 are free parameters.
The average transverse momentum squared for the distributions in eq. (2.36) and (2.37)

can be computed analytically:

〈
k2
⊥
〉
(x) =

g1(x) + 2λg21(x)

1 + λg1(x)
,

〈
P 2
⊥
〉
(z) =

g23(z) + 2λF g34(z)

g3(z) + λF g24(z)
. (2.40)

3 Data analysis

The main goals of our work are to extract information about intrinsic transverse momenta,
to study the evolution of TMD parton distributions and fragmentation functions over a large
enough range of energy, and to test their universality among different processes. To achieve
this we included measurements taken from SIDIS, Drell-Yan and Z boson production from
different experimental collaborations at different energy scales. In this section we describe
the data sets considered for each process and the applied kinematic cuts.

Table 1 refers to the data sets for SIDIS off proton target (Hermes experiment) and
presents their kinematic ranges. The same holds for table 2, table 3, table 4 for SIDIS
off deuteron (Hermes and Compass experiments), Drell-Yan events at low energy and
Z boson production respectively. If not specified otherwise, the theoretical formulas are
computed at the average values of the kinematic variables in each bin.

3.1 Semi-inclusive DIS data

The SIDIS data are taken from Hermes [74] and Compass [75] experiments. Both data
sets have already been analyzed in previous works, e.g., refs. [23, 76], however they have
never been fitted together, including also the contributions deriving from TMD evolution.

The application of the TMD formalism to SIDIS depends on the capability of identifying
the current fragmentation region. This task has been recently discussed in ref. [39], where
the authors point out a possible overlap among different fragmentation regions when the

– 10 –
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2.4.2 Ansatzes for NP functions

In this work we deal with three independent non-perturbative functions in total. These are the
unpolarized (optimal) TMDPDF, f1(x, b), the unpolarized (optimal) TMDFF, D1(x, b), and the
RAD, D(b, µ). The amount of perturbative and non-perturbative contributions to each function
depends on the value of the impact parameter b. Namely, at small values of b the perturbative
approximation is good and the TMD distributions can be matched onto collinear functions as in
eq. (2.76, 2.77). In the case of the RAD the small-b limit is given in appendix B. The small-
b perturbative expressions gains power corrections in even powers b2n [61]. Therefore, with the
increase of b the perturbative approximation becomes less and less correct, and must be replaced
by some generic function.

The phenomenological ansatzes for TMD distributions that satisfy this picture, can be written
as following:

f1,f h(x, b) =

Z 1

x

dy

y

X

f 0

Cf f 0 (y,LµOPE
, as(µOPE)) f1,f 0 h

✓
x

y
, µOPE

◆
fNP(x, b), (2.84)

D1,f!h(z, b) =
1

z2

Z 1

z

dy

y

X

f 0

y2Cf!f 0 (y,LµOPE
, as(µOPE)) d1,f 0!h

✓
z

y
, µOPE

◆
DNP(z, b), (2.85)

where functions fNP and DNP are non-perturbative functions. Note, that in our ansatz we do not
modify the value of b within the coefficient function. Therefore, at large-b the logarithm part of
the coefficient function grows unrestrictedly. This growth is suppressed by the non-perturbative
functions.

Generally, the functions fNP and DNP depend also on parton flavor f and hadron type h.
However, in the present work we use the approximation that fNP and DNP are flavor and hadron-

type independent. All hadron- and flavor dependence is driven by the collinear PDFs and FFs (see
also sec. 4.1). Given such an ansatz the only requirement for NP functions is that they are even-
functions of b that turn to unity for b ! 0 (see ref. [61] for an analysis of these processes using
renormalons). We use the following parameterizations

fNP (x, b) = exp

 
��1(1� x) + �2x+ x(1� x)�5p

1 + �3x�4b2
b2
!
, (2.86)

DNP (x, b) = exp

 
�⌘1z + ⌘2(1� z)p

1 + ⌘3(b/z)2
b2

z2

!✓
1 + ⌘4

b2

z2

◆
, (2.87)

and we extract �i and ⌘i from our fit. The functional form of fNP has been already used in [20]. It
has five free parameters which grant a sufficient flexibility in x-space as needed for the description of
the precise LHC data. The form of DNP has been suggested in [18] (albeit there are more parameters
in [18]). In both cases the function has exponential or Gaussian form depending on the relative
size of �1,2,5/�3, and ⌘1,2/⌘3. There are natural restrictions on the parameter space �1,2,3 > 0,
⌘1,2,3 > 0, �5 & �2(�1 + �2), due to the request that TMD distribution is null for b ! 1.

We use the following ansatz for the NP RAD,

D(µ, b) = Dresum(µ, b⇤(b)) + c0bb
⇤(b), (2.88)

where

b⇤(b) =
bp

1 + b2/B2
NP

. (2.89)

The the term c0bb⇤(b) dictates the large-b behavior of the RAD and its form is suggested in [20].
At large-b the NP expression for RAD is linear in b, D ⇠ c0BNPb. The linear behavior is suggested

– 19 –

gK(b2T ) = �2c0
b2T

1 + b2T /B
2
NP
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with a free parameter BNP. This definition implies that Lµ⇤(b⇤) = 0.
Analogously to fNP, the NP part of the CS kernel must be a function of b2 to support the

structure of the OPE. At large b the CS kernel must be positive (to guarantee the convergence
of the Hankel transform in eq. (2.21)), and not grow faster than (b2)1/2�� with � > 0 [50]. The
expression for DNP generalizes the one used in SV19 including logarithmic corrections,

DNP(b) = bb
⇤

c0 + c1 ln

✓
b
⇤

BNP

◆�
, (2.34)

where c0,1 > 0. One can easily identify three free parameters in our ansatz for the CS kernel,
namely, {BNP, c0, c1}. At large-b, the logarithmic term vanishes and the expression for the CS
kernel becomes linear in b: DNP ⇠ c0BNPb. The term proportional to c1 simulates the logarithmic
dependence of the power corrections, and gives an extra flexibility to the ansatz at b ⇠ BNP. In
preliminary studies, we have found that such a correction provides a better agreement with the
data in comparison to other models. This fact conveys the important message that both theory
and experiment have achieved a degree of precision at which these e↵ects become measurable.

2.5 Definition of perturbative order and scale variation uncertainties

In the factorized cross section defined above, we encounter three perturbative inputs and associated
scales:

• The perturbative hard coe�cient function CV , and associated hard factorization scale µ, that
separates CV and the TMD distributions in eq. (2.21).

• The coe�cient function of the small-b operator product expansion for TMDPDF C
[n]
f f 0 and

the associated scale µOPE in eq. (2.22).

• The small-b expansion for the CS kernel Dsmall-b and the associated scale µ
⇤ in eq. (2.32).

Thanks to the ⇣-prescription, each perturbative series can be truncated irrespectively of the per-
turbative orders included in the others.

In this work, we use the highest known orders for all perturbative ingredients: the N4LO (four-
loop, ⇠ a

4
s) hard coe�cient function CV [47], the N4LO (four-loop, ⇠ a

4
s) light-like-quark anomalous

dimension �V [47], the N4LO (four-loop, ⇠ a
4
s) expression for the CS kernel Dsmall-b [24, 25], and

the N3LO (three-loop, ⇠ a
3
s) expression for the matching coe�cient functions Cf!f 0 [21, 48]. The

QCD �-function and the cusp anomalous dimension are taken at order (⇠ a
6
s) and (⇠ a

5
s) [46, 53]

respectively.
The input collinear PDFs, MSHT20 [34] (and NNPDF3.1 [36] discussed in appendix A), were

obtained at NNLO, which implies the usage of the NNLO evolution kernel P (3). As a result, the
logarithms included in the N3LO small-b coe�cient functions are entirely compensated by the PDF
evolution. The orders of the anomalous dimensions and coe�cients functions are adjusted to each
other, such that the scale-dependence is canceled at a given perturbative order. In the resummation
nomenclature this combination of orders is referred as N4LL [6, 54] (or N4LL� in [9]). The summary
of the perturbative orders is also given in tab. 2.

To define the scale-variation band we equip each scale by an independent factor si (i = 2, 3, 4),
by the rule

n
µ ! s2µ, µ

⇤
! s3µ

⇤
, µOPE ! s4

2e��E

b
+ 2GeV

o
. (2.35)

The labels of parameters si follow the enumeration used in ref. [55]. The rule for µOPE is designed
such that the variation of scale does not impact the NP large-b part of the TMD distribution. As
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and

Pqq(x) = Pq̄q̄(z) = CF


1 + x2

(1 � x)
+

+
3

2
� (1 � x)

�
, (52)

Pig(x) = TF

⇥
x2 + (1 � x)2

⇤
, (53)

C
i/i
�

(x) = CF (1 � x) � CF
⇡2

12
�(1 � x) , (54)

C
i/g
�

(x) = 2TF x(1 � x) , (55)

Ni/p ⌘ 2⇡

Z 1

0

dkT kT fcore,i/p(x, kT; Q2

0
) . (56)

The fcore,i/p(x, kT; Q2
0
) functions parametrize a “core” or peak of the TMD pdf while the remaining terms interpolate

to the O (↵s) perturbative tail at large kT. The value of Ci/p is fixed by requiring the TMD pdfs to match the
corresponding collinear pdfs after they are integrated up to a cuto↵ µc, up to correction terms to convert between
di↵erent schemes as in Eqs. (41)–(42). More explicitly, the correction term in Eq. (42) with the choice µc = µQ reads

�i/p(↵s(µQ), 1) =
↵s(µQ)

2⇡

(
X

i0

�i0i[C
i/i0

�
⌦ fi0/p](x; µQ) + [Ci/g

�
⌦ fg/p](x; µQ)

)
+ O

�
↵2

s(µQ)
�
. (57)

The “⌦” convolution symbol has the usual definition,

(f ⌦ g)(x; µ) ⌘

Z
1

x

d⇠

⇠
f(x/⇠)g(⇠; µ) . (58)

2. Nonperturbative models of small transverse momentum

The details about the nonperturbative behavior are contained within the last line of Eq. (47) in the
fcore,i/p(x, kT; Q2

0
) function. We will compare two basic forms for fcore,i/p(x, kT; Q2

0
). One popular parametrization is

a Gaussian shape,

fGauss

core,i/p(x,kT; Q2

0
) =

e�k2
T/M2

F

⇡M2

F

. (59)

The second core parametrization is the spectator model in Eq. (44) of Ref. [25],

fSpect

core,i/p(x,kT; Q2

0
) =

1

⇡

6 L6

L2 + 2(mq + x Mp)2
k2

T
+ (mq + x Mp)2

(k2

T
+ L2)

4
, L2 = (1 � x)⇤2 + xM2

X � x(1 � x)M2

p , (60)

where the quantities mq, MX , ⇤ are model parameters and Mp is the proton mass. The overall factors in Eqs. (59)–(60)
are chosen so that the core functions are normalized to unity, i.e. Ni/p = 1.

In the future, more sophisticated modeling may replace Eqs. (59)–(60). For example, the core models might be
guided by work in Refs. [25–28]. Developments in lattice QCD [29] may also soon provide guidance.

3. Coordinate space representation

Since TMD evolution is usually performed in coordinate space, it will be convenient to write the coordinate space
versions of the above parametrizations. They are,

f̃inpt,j/p(x, bT; µQ0 , Q
2

0
) =

Z
d2kT e�ikT·bTfinpt,j/p(x,kT; µQ0 , Q

2

0
)

= K0 (mi,p,AbT) Ai/p(x; µQ0) + K0 (mi,p,BbT) ln

✓
Q2

0
bT

2mi,p,Be��E

◆
Bi/p(x; µQ0)

+ K0 (mg,pbT) Ag
i/p(x; µQ0) + Ci/p f̃core,i/p(x, bT; Q2

0
) , (61)
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FIG. 17: Global �2
/Ndat for di↵erent configurations of the kinematic cut on SIDIS data sets (see text). The blue point

corresponds to the reference cut used in the present baseline fit.

In conclusion, from our analysis it emerges that the validity of the TMD formalism in the kinematic region
covered by COMPASS and HERMES seems to extend well beyond the customary cut |qT |/Q ⌧ 1.

This evidence justifies in a quantitative way our choice for the cut |qT |/Q in Eq. (54) for the baseline fit, and
explains why we obtain values of �2

/Ndat close to one also with less conservative cuts. Moreover, it suggests
that the applicability of TMD factorization in SIDIS might be defined in terms of |PhT | rather than |qT |, calling
for more extensive studies in this direction.
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FIG. 18: Comparison between COMPASS multiplicities and theoretical results for the SIDIS production of unidentified
positively charged hadrons o↵ a deuteron target at 1.3 < Q < 1.73 GeV, 0.02 < x < 0.032 and 0.3 < z < 0.4 as a
function of |PhT |/Q. Upper panel: light-blue rectangles for baseline fit at 68% CL, empty squares for data points not
included in the baseline fit. Lower panel: ratio between experimental data and theoretical results.

V. CONCLUSIONS AND OUTLOOK

In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).

|qT | = |PhT | /z ≪ Q
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MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-
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MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-
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corresponds to the reference cut used in the present baseline fit.

In conclusion, from our analysis it emerges that the validity of the TMD formalism in the kinematic region
covered by COMPASS and HERMES seems to extend well beyond the customary cut |qT |/Q ⌧ 1.

This evidence justifies in a quantitative way our choice for the cut |qT |/Q in Eq. (54) for the baseline fit, and
explains why we obtain values of �2

/Ndat close to one also with less conservative cuts. Moreover, it suggests
that the applicability of TMD factorization in SIDIS might be defined in terms of |PhT | rather than |qT |, calling
for more extensive studies in this direction.
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FIG. 18: Comparison between COMPASS multiplicities and theoretical results for the SIDIS production of unidentified
positively charged hadrons o↵ a deuteron target at 1.3 < Q < 1.73 GeV, 0.02 < x < 0.032 and 0.3 < z < 0.4 as a
function of |PhT |/Q. Upper panel: light-blue rectangles for baseline fit at 68% CL, empty squares for data points not
included in the baseline fit. Lower panel: ratio between experimental data and theoretical results.

V. CONCLUSIONS AND OUTLOOK

In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
is

Ξ

(

qT
Q

, η

)

= exp

[

−

(

qT
ηQ

)aΞ
]

, (39)

with aΞ > 2.
The only differences between the old and new W -term

are: i) the use of bc(bT) rather than bT in W̃ , and ii) the
multiplication by Ξ(qT/Q, η). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There Ξ
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and η approach infinity.
Finally, we will present a fully optimized formula for

WNew(qT, Q; η, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).
But first it will be convenient to construct some auxil-

iary results.
Naturally, b∗ is to be replaced by

b∗(bc(bT)) =

√

b2T + b20/(C
2
5Q

2)

1 + b2T/b
2
max + b20/(C

2
5Q

2b2max)
. (40)

Also we define

bmin ≡ b∗(bc(0)) =
b0

C5Q

√

1

1 + b20/(C
2
5Q

2b2max)
. (41)

Then, for large enough Q and bmax

bmin ≈
b0

C5Q
. (42)

Thus, bmin decreases like 1/Q, in contrast to bmax which
remains fixed. Note also that

b∗(bc(bT)) −→

⎧

⎪

⎨

⎪

⎩

bmin bT ≪ bmin

bT bmin ≪ bT ≪ bmax

bmax bT ≫ bmax .

(43)

For bT ≪ 1/Q, b∗(bc(bT)) ≈ b∗(bT). Instead of µb∗ , we
will ultimately use the scale

µ̄ ≡
C1

b∗(bc(bT))
(44)

to implement renormalization group improvement in
TMD correlation functions. There is a maximum cut-
off on the renormalization scale equal to

µc ≡ lim
bT→0

µ̄ =
C1C5Q

b0

√

1 +
b20

C2
5 b

2
maxQ

2
≈

C1C5Q

b0
.

(45)
The approximation sign corresponds to the limit of large
Qbmax. Note that,

bminµc = C1 . (46)

The steps for finding a useful formula for the evolved WNew(qT, Q; η, C5) are as follows. Equation (32) becomes

WNew(qT, Q; η, C5) = Ξ

(

qT
Q

, η

)
∫

d2bT
(2π)2

eiqT·bTW̃NP(bc(bT), Q)W̃ (b∗(bc(bT)), Q) . (47)

Now the definition of W̃ (bT, Q) is unchanged, and only the bT → bc(bT) replacement is new. Therefore instead of
Eq. (35) we simply need

W̃ (bc(bT), Q) = H(µQ, Q)
∑

j′i′

∫ 1

xA

dx̂

x̂
C̃pdf

j/j′ (xA/x̂, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))fj′/A(x̂; µ̄)×

×

∫ 1

zB

dẑ

ẑ3
C̃ff

i′/j(zB/ẑ, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))dB/i′ (ẑ; µ̄)×

× exp

{

ln
Q2

µ̄2
K̃(b∗(bc(bT)); µ̄) +

∫ µQ

µ̄

dµ′

µ′

[

2γ(αs(µ
′); 1)− ln

Q2

µ′2
γK(αs(µ

′))

]}

× exp

{

−gA(xA, bc(bT); bmax)− gB(zB, bc(bT); bmax)− 2gK(bc(bT); bmax) ln

(

Q

Q0

)}

. (48)

This is the same as Eq. (35) except that b∗(bc(bT)) and µ̄ = C1/b∗(bc(bT)) are used instead of b∗(bT) and
µb∗ = C1/b∗(bT). Note that gK(bc(bT); bmax) depends on Q through bc, albeit only for bT ! 1/Q. For bT ≫ 1/Q,
gK(bc(bT); bmax) → gK(bT; bmax). Also, gK(bc(bT); bmax) does not vanish exactly as bT → 0 but instead approaches a
power of 1/Q.
Up to this point, we have introduced two new parameters, η and C5, in the treatment of the W -term.
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ẑ3
C̃ff
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No significant effect at high Q, but large effect at low Q  
(inhibits perturbative contribution)


