
B

 One particle gas:

 Brownian particle:

 Ising model:

Measurement

Coupling

(J,B)

Field

(J, 0)(0, 0) (J,±B) (0,±B) (0, 0)

JMRP. Chaos 11, 725 (2001)

Kawai, JMRP, van den 
Broeck. PRL 98, 080602 
(2007). 

8. Creating information:  
symmetry breaking



Single system:

Ensemble:

F = −kT ln

∫

Γ
dxe−βH(x)

Conformational 
entropy/free energy

Equilibrium  
entropy/free energy

Non-equilibrium 
state

Informational states

Zm =

Z

�m

dqdp e��H(q,p) Fm = �kT lnZm



Informational states
�00

�01
�10

�11�

Fm = �kT lnZm

Partition function of state m (m= 00,01,10,11):

Free energy of state m:

Probability of state m: pm

Global equilibrium state:

non-equilibrium states

pL = pR = 1/2

peqL = peqR = 1/2

pL = pR = 1/2

peqL < peqR

pL = 1 pR = 0

peqL < peqR

V (x) Measurement

peq
m =

Zm

Z
=

e��Fm

Z

Zm =

�

�m

e��H(x)dx



Energetics of symmetry breaking

p1

p2

p3

hW ia = �Fa

�1

�2 �3

�1

�2 �3

hW ic,1 = �Fc,1

hW ib = 0
�Fb,1 = �kT ln p1

At the critical point the free energy changes as:

�Fb,1 = �kT lnZ1 + kT lnZ = �kT ln
Z1

Z

Z =

Z

�
dx e

��H(x)

Z1 =

Z

�1

dx e

��H(x)

p1 =
Z1

Z

�Fb,1 = �kT ln p1

No work needed!



Energetics of symmetry breaking

p1

p2

p3

hW ia = �Fa

�1

�2 �3

�1

�2 �3

hW ic,1 = �Fc,1

hW ib = 0
�Fb,1 = �kT ln p1

At the critical point the free energy changes as:

�Fb,1 = �kT ln p1

No work needed!

Along the whole process:

hW ii ��Fi � �kT ln pi

Work done 
when i is 
chosen

Probability 
that i is 
chosen

(<0!!) Not a proper 
entropy production.

�Si � k ln pi



Breaking and restoring symmetries

1� ↵z }| {
↵z}|{

|{z}
1� ↵0

| {z }
↵0

p1

p2

p̃1

p̃2

hW brii ��F br
i � �kT ln pi

hW resii ��F res
i � kT ln p̃i

 Breaking the symmetry:

 Restoring the symmetry:

In a cycle: hW ii � kT ln
pi
p̃i

hW iL � kT ln
↵

↵0

hW iR � kT ln
1� ↵

1� ↵0

An example:

Probability of choosing i in the backward process



An experiment (D. Petrov, ICFO)
4

the center of the fixed (F ) and moving (M) trap are
in the same position along x axis, the optical potential
is quadratic with sti↵ness equal to the sum of the sti↵-
nesses of both traps. When the center of the moving trap
separates from the center of the fixed trap with velocity
v
trap

, the optical potential changes as follows: First, the
potential remains quadratic with an equilibrium position
that moves with velocity v

trap

/2. Secondly, a barrier is
created in an intermediate position between the trap cen-
ters and the potential becomes bistable. For some time,
the bead can make Kramers transitions between the two
equilibrium positions of the potential. Third, the height
of the barrier is increased until the bead cannot jump be-
tween the two equilibrium positions of the potential. In
this situation, the phase space that the bead can explore
has been reduced and therefore the symmetry is broken.

We focus only on the symmetry breaking by analyzing
the dynamics of the bead from the moment when the bar-
rier starts to appear until the barrier is large enough such
that Kramers transitions are not observed. Our experi-
mental protocol, which is formed by four di↵erent steps,
is illustrated in Fig. ??: In the first step, the two traps
are initially held fixed for ⌧

1

= 0.5s with their centers
separated by L

ini

= 910nm. In the second step, one of
the traps is moved along the x�axis at constant veloc-
ity v

trap

= 100nm/s during ⌧
2

= 2s. In the third step,
the traps are not moved for ⌧

3

= 0.5s with their centers
separated by L

fin

= 1110nm. The fourth step consists
on moving the trap from L

fin

to its initial position L
ini

with �v
trap

. The total time of the protocol is ⌧ = 5s. By
repeating this protocol cyclically, we can study both the
symmetry breaking (1 ! 2 ! 3 steps of the protocol)
and the symmetry restore (3 ! 4 ! 1 steps). When we
implement the symmetry breaking protocol (1 ! 2 ! 3)
the bead can end in two di↵erent equilibrium positions,
one is closer to the fixed trap and the other is closed to the
final position of the center of the moving trap. We call F
realizations those where the bead ends closer to the fixed
trap and M realizations the others. We are able to track
the position of the bead X(t) with subnanometer preci-
sion with a time acquisition frequency of f

acq

= 1kHz. In
Fig. 3b, we plot the average position of the bead of both
F and M realizations as a function of time, hX(t)i

F,M,
which is calculated as an ensemble average over F and
M trajectories, respectively. In order to have good statis-
tics, we repeated the experimental protocol cyclically for
2400s. We observe that the average position of F and
M realizations coincide in the beginning of the proto-
col, where the velocity of the average position is around
v
trap

/2. After t = 2s, the bead starts to make Kramers
transitions between two equilibrium positions. When the
3rd step of the protocol is finished, no Kramers transi-
tions are observed and the bead does not jump between
two equilibrium positions.

We can measure the probability density function of the
position of the bead to be in the position x at time t dur-
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FIG. 3: Experimental protocol of symmetry breaking and
symmetry restore. a. scheme of the experiment: a trap is
held fixed with its center in x = 0 and a second trap is moved
at constant velocity v

trap

along the x�axis. The position of
the bead x(t) is monitored with sub-nanometer precision. b.
Position of centers of the two optical tweezers as a function
of time during the experimental protocol. The center of the
fixed trap F (blue dotted line) stays in x = 0 and the center
of the moving trap M moves as indicated in red dotted line.
The symmetry breaking experiment can be implemented with
the cycle formed by the subprocesses 1 ! 2 ! 3. The average
position of the bead after implementing the protocol cyclically
during t = 2400 is indicated in blue when the bead chooses the
F trap and in red when it chooses the M trap. c. Empirical
potential U(x, t) = � ln ⇢(x, t) measured with ⇢(x, t) obtained
from the statistics of trajectories of the bead during t = 2400s.

ing the protocol. We define by ⇢X(x, t) the probability
that a trajectory of the bead X(t) lies at time t within
a certain range close to x, between x � �x and x + �x,
where we used �x = 20nm (see Methods). We can define
a potential from the statistics of the trajectories, i.e. a
trajectory potential as follows U(x, t) = �kT ln ⇢X(x, t).
This potential is equivalent to the physical potential V
minus the free energy di↵erence �F in the case in which
the protocol is done very slowly, and the probability den-
sity obtained from sampling the position during the pro-
tocol is similar to the equilibrium probability distribution
at time t, i.e. when ⇢X(x, t) ' ⇢

eq

(x, t). In that case
U(x, t) ' U

eq

(x, t) = � ln ⇢
eq

(x, t) = V (x, t) � F (t). In
this experiment there are two characteristic time scales.
First, the relaxation time of the bead in a single trap is
given by ⌧r = �/ which in our experiment is ⌧r = ....
Second, the Kramers time ⌧K measures the average time
that the bead needs to jump between two equilibrium

3

and hS
prod

i = hW i/T . In the case of the original Szilard
engine, p

i

= 1/2 and p̃i

i

= 1, yielding hW i � �kT ln 2,
i.e., the extraction of an energy kT ln 2 in a cycle. If the
demon does not use information from the measurement
performing always the same protocol, i.e., �

i

(t) = �(t),
then p̃i

j

= p̃
j

normalized to unity
P

i

p̃
i

= 1 yielding
hW i = kTD(p

i

||p̃
i

) � 0, where D(p||q) is the relative
entropy between the two probability distributions p and
q [9, 15, 16]. To build a Szilard engine, it is enough to find
p

i

and p̃i

i

such that the average work hW i in Eq. (5) is
negative; for instance by choosing protocols where p̃i

i

>
p

i

(see below for an explicit construction of the engine
and the Supplementary Information for an illustration of
Eq. (5)).

II. EXPERIMENTAL TEST

Inequalities (2) and (4) are universal, i.e., they do not
depend on the details of the SB or even on the physi-
cal nature of the system under consideration. We have
tested both inequalities experimentally using a Brown-
ian particle in an optical trapping potential with a time-
dependent profile.

We study the motion of a polystyrene spherical bead
(1 µm diameter) suspended in water in the presence of
two optical traps (see Methods). One of the traps, la-
belled F , is held fixed at x = 0 (Fig. 1, top panel). The
other trap, labelled M , is moved along the x�axis fol-
lowing the four step protocol depicted in the top panel
in Fig. 1. Initially the two traps with their centers sepa-
rated by a distance L

ini

= 910 nm are at rest for a period
of time ⌧

1

= 0.5 s; (step 1). Then the trap M is moved
along the x�axis at constant velocity v

trap

for a time ⌧
2

(step 2). During step 3, the two traps with their cen-
ters separated by L

fin

= 1110 nm are again kept fixed
for ⌧

3

= 0.5 s. Finally, the trap M is moved back from
L

fin

to its initial position L
ini

with velocity �v
trap

for a
time ⌧

4

= ⌧
2

(step 4). The total duration of the cycle
is ⌧ =

P
4

i=1

⌧
i

= 2⌧
2

+ 1 s. By cyclically repeating this
protocol, we can study both the SB (steps 1� 2� 3) and
the SR (steps 3 � 4 � 1).

Due to the presence of inherited electrical charges at
the surface of the bead, we can bias the motion of the
bead towards the M or F trap by applying a voltage to
electrodes inserted in the fluid chamber [17] (see Supple-
mentary Information).

The protocol can be considered quasistatic for veloc-
ities around 100 nm/s or lower, for which the heat dis-
sipation due to friction force is on the order of �v2

trap

⇡
10�22 J/s ⇡ 0.02 kT/s, where � = 6⇡R⌘ is the friction
coe�cient, R = 0.5 µm is the radius of the bead, and
⌘ = 8.9 ⇥ 10�4 Pa · s the dynamic viscosity of water
at 25oC. We have implemented two quasistatic protocols
with v

trap

= 100 nm/s, ⌧
2

= 2 s, and v
trap

= 36.36 nm/s,
⌧
2

= 5.5 s.
During step 2, Kramers transitions trigger the SB. This

can be seen clearly in the trajectory of the bead presented
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FIG. 1: Experimental protocol of symmetry breaking and
symmetry restoration. Top. Positions of the F trap (blue
dashed line) and M trap (red dashed line) as functions of
time during the protocol. Ensemble average position of the
trapped bead after implementing the protocol cyclically for
t = 2400 s over F trajectories (blue solid line) and M trajec-
tories (red solid line). Bottom. Spatial–temporal mapping of
the potential U(x, t) obtained from the statistics of trajecto-
ries of the bead for t = 2400 s in the presence of an external
force such that pF = 0.8. Color bar on the right indicates the
depth of the potential energy (in units of kT ). A single tra-
jectory of the bead when it chooses the M trap is also plotted
(white line).

in the bottom panel of Fig. 1. At the end of the SB
protocol (steps 1 � 2 � 3), Kramers transitions are not
observable, and one can unambiguously distinguish two
final meso-states for the bead position: the particle either
stays at the F trap (F trajectories) or moves with the
M trap (M trajectories). In the top panel of Fig. 1,
we show the ensemble averages of the position of the
bead calculated over F (blue curve) and M (red curve)
trajectories.

The potential U(x, t) along the protocol (bottom panel
in Fig. 1) was obtained from the empirical probability
density function calculated combining data from both the
SB and the SR. From this potential, we were able to mea-
sure the heat or energy transfer from the thermal reser-
voir to the Brownian particle for individual trajectories
[18, 19] and for di↵erent values of the external force and
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and hS
prod

i = hW i/T . In the case of the original Szilard
engine, p
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= 1/2 and p̃i

i

= 1, yielding hW i � �kT ln 2,
i.e., the extraction of an energy kT ln 2 in a cycle. If the
demon does not use information from the measurement
performing always the same protocol, i.e., �
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(t) = �(t),
then p̃i
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= p̃
j

normalized to unity
P
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= 1 yielding
hW i = kTD(p
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||p̃
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) � 0, where D(p||q) is the relative
entropy between the two probability distributions p and
q [9, 15, 16]. To build a Szilard engine, it is enough to find
p
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and p̃i

i

such that the average work hW i in Eq. (5) is
negative; for instance by choosing protocols where p̃i

i

>
p

i

(see below for an explicit construction of the engine
and the Supplementary Information for an illustration of
Eq. (5)).

II. EXPERIMENTAL TEST

Inequalities (2) and (4) are universal, i.e., they do not
depend on the details of the SB or even on the physi-
cal nature of the system under consideration. We have
tested both inequalities experimentally using a Brown-
ian particle in an optical trapping potential with a time-
dependent profile.

We study the motion of a polystyrene spherical bead
(1 µm diameter) suspended in water in the presence of
two optical traps (see Methods). One of the traps, la-
belled F , is held fixed at x = 0 (Fig. 1, top panel). The
other trap, labelled M , is moved along the x�axis fol-
lowing the four step protocol depicted in the top panel
in Fig. 1. Initially the two traps with their centers sepa-
rated by a distance L

ini

= 910 nm are at rest for a period
of time ⌧

1

= 0.5 s; (step 1). Then the trap M is moved
along the x�axis at constant velocity v

trap

for a time ⌧
2

(step 2). During step 3, the two traps with their cen-
ters separated by L

fin

= 1110 nm are again kept fixed
for ⌧

3

= 0.5 s. Finally, the trap M is moved back from
L

fin

to its initial position L
ini

with velocity �v
trap

for a
time ⌧

4

= ⌧
2

(step 4). The total duration of the cycle
is ⌧ =

P
4

i=1

⌧
i

= 2⌧
2

+ 1 s. By cyclically repeating this
protocol, we can study both the SB (steps 1� 2� 3) and
the SR (steps 3 � 4 � 1).

Due to the presence of inherited electrical charges at
the surface of the bead, we can bias the motion of the
bead towards the M or F trap by applying a voltage to
electrodes inserted in the fluid chamber [17] (see Supple-
mentary Information).

The protocol can be considered quasistatic for veloc-
ities around 100 nm/s or lower, for which the heat dis-
sipation due to friction force is on the order of �v2

trap

⇡
10�22 J/s ⇡ 0.02 kT/s, where � = 6⇡R⌘ is the friction
coe�cient, R = 0.5 µm is the radius of the bead, and
⌘ = 8.9 ⇥ 10�4 Pa · s the dynamic viscosity of water
at 25oC. We have implemented two quasistatic protocols
with v

trap

= 100 nm/s, ⌧
2

= 2 s, and v
trap

= 36.36 nm/s,
⌧
2

= 5.5 s.
During step 2, Kramers transitions trigger the SB. This

can be seen clearly in the trajectory of the bead presented
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FIG. 1: Experimental protocol of symmetry breaking and
symmetry restoration. Top. Positions of the F trap (blue
dashed line) and M trap (red dashed line) as functions of
time during the protocol. Ensemble average position of the
trapped bead after implementing the protocol cyclically for
t = 2400 s over F trajectories (blue solid line) and M trajec-
tories (red solid line). Bottom. Spatial–temporal mapping of
the potential U(x, t) obtained from the statistics of trajecto-
ries of the bead for t = 2400 s in the presence of an external
force such that pF = 0.8. Color bar on the right indicates the
depth of the potential energy (in units of kT ). A single tra-
jectory of the bead when it chooses the M trap is also plotted
(white line).

in the bottom panel of Fig. 1. At the end of the SB
protocol (steps 1 � 2 � 3), Kramers transitions are not
observable, and one can unambiguously distinguish two
final meso-states for the bead position: the particle either
stays at the F trap (F trajectories) or moves with the
M trap (M trajectories). In the top panel of Fig. 1,
we show the ensemble averages of the position of the
bead calculated over F (blue curve) and M (red curve)
trajectories.

The potential U(x, t) along the protocol (bottom panel
in Fig. 1) was obtained from the empirical probability
density function calculated combining data from both the
SB and the SR. From this potential, we were able to mea-
sure the heat or energy transfer from the thermal reser-
voir to the Brownian particle for individual trajectories
[18, 19] and for di↵erent values of the external force and
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FIG. 2: Ensemble average conformational entropy production in the SB, hS
prod

i(SB)

i (left, k units) and in the SR, hS
prod

i(SR)

i

(right, k units) as functions of the probability pi (p̃i) of adopting instance i = F,M . Results shown in open symbols were
obtained using the fast protocol (⌧

2

= 2 s), and results shown in filled symbols were obtained using the slow protocol (⌧
2

= 5.5 s).
Blue squares represent the ensemble averages over F trajectories, and red circles represent the averages over M trajectories.
Error bars have only statistical sense and were obtained using a statistical significance of 90%.

therefore of the probability of choice p
i

(see Methods).
The average conformational entropy production over the
M and F realizations for the SB and SR is calculated
from the heat and the Shannon entropy, using Eq. (2),
and plotted in Fig. 2 as a function of ln p

i

for the SB and
ln p̃

i

for the SR. These figures are the main result of the
paper. The experiment confirms the dependence of the
entropy on the probability of adopting a given instance
given by Eq. (2). In the case of the SB, the negative con-
formational entropy production is clearly observed and
the theoretical dependence is reproduced, except for very
low probabilities p

i

<⇠ e�2 ' 0.05. We have included er-
ror bars calculated using the statistical dispersion of the
heat over a large number of cycles. The error in the em-
pirical potential U(x, t) and in the Shannon entropy of
the initial and final states, however, have not been taken
into account and could be significant for small p

i

, since
the number of data points is low. This lack of statistics
could explain the discrepancy between the experimental
result and the theoretical prediction. The results corre-
sponding to the slow (filled symbols) and the fast (open
symbols) protocol are almost indistinguishable, confirm-
ing that the quasistatic limit is indeed achieved for the
velocities used in the experiment. In the Supplementary
Information we have also included numerical simulations
of the SB for non-quasistatic processes, to characterize
how the dissipative work approaches kT ln p

i

in (1), when
the total duration ⌧ of the process increases.

III. BUILDING A SZILARD ENGINE

As an illustration of the implications of the previous
results, we construct a Szilard engine that extracts energy
from a single thermal reservoir, combining the protocols
described above. The engine can be implemented with an
adequate combination of SB and SR processes where the
lower bound for the minimal work in Eq. (5) is negative.
The minimum is attained for p

i

= 1/2 and p̃i

i

= 1, i =
F, M , as in the original Szilard cycle, but negative work
can be achieved for di↵erent values of p

i

and p̃i

i

. We have
performed multiple experiments at di↵erent conditions
and in three experiments we could achieve a combination
of probabilities that gave us a negative average work: 1)
p

F

= 0.35, p
M

= 0.65; 2) p̃
M

= 0.99; and 3) p̃
F

=
0.93. Then, our Szilard engine consists of the following
feedback protocol. We start with the external voltage V

0

that gave us the first combination (p
F

= 0.35, p
M

= 0.65)
and measure the bead position after the SB. If the bead
is in the fixed trap (blue curves in Fig. 3) we change
the external field to the value V

F

corresponding to p̃
F

=
0.93 and continue the protocol at this value of voltage
until the SR is completed. If after the SB the bead is
in the moving trap (red curves in Fig. 3), we change
the external field to the value V

M

that gave us p̃
M

=
0.99 and continue the protocol at this value of voltage
until the SR is completed. Finally, the cycle is to be
completed by quasistatically tuning the external voltage
back to its initial value V

0

[22]. This last step has not
been implemented in the experiment, but in principle it
can be realized with arbitrarily small entropy production.

Figure 3 shows the average heat (solid curves), the
change in Shannon entropy of the probability distribu-
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prod
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i

(right, k units) as functions of the probability pi (p̃i) of adopting instance i = F,M . Results shown in open symbols were
obtained using the fast protocol (⌧

2

= 2 s), and results shown in filled symbols were obtained using the slow protocol (⌧
2

= 5.5 s).
Blue squares represent the ensemble averages over F trajectories, and red circles represent the averages over M trajectories.
Error bars have only statistical sense and were obtained using a statistical significance of 90%.

therefore of the probability of choice p
i

(see Methods).
The average conformational entropy production over the
M and F realizations for the SB and SR is calculated
from the heat and the Shannon entropy, using Eq. (2),
and plotted in Fig. 2 as a function of ln p
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for the SB and
ln p̃

i

for the SR. These figures are the main result of the
paper. The experiment confirms the dependence of the
entropy on the probability of adopting a given instance
given by Eq. (2). In the case of the SB, the negative con-
formational entropy production is clearly observed and
the theoretical dependence is reproduced, except for very
low probabilities p

i

<⇠ e�2 ' 0.05. We have included er-
ror bars calculated using the statistical dispersion of the
heat over a large number of cycles. The error in the em-
pirical potential U(x, t) and in the Shannon entropy of
the initial and final states, however, have not been taken
into account and could be significant for small p

i

, since
the number of data points is low. This lack of statistics
could explain the discrepancy between the experimental
result and the theoretical prediction. The results corre-
sponding to the slow (filled symbols) and the fast (open
symbols) protocol are almost indistinguishable, confirm-
ing that the quasistatic limit is indeed achieved for the
velocities used in the experiment. In the Supplementary
Information we have also included numerical simulations
of the SB for non-quasistatic processes, to characterize
how the dissipative work approaches kT ln p

i

in (1), when
the total duration ⌧ of the process increases.

III. BUILDING A SZILARD ENGINE

As an illustration of the implications of the previous
results, we construct a Szilard engine that extracts energy
from a single thermal reservoir, combining the protocols
described above. The engine can be implemented with an
adequate combination of SB and SR processes where the
lower bound for the minimal work in Eq. (5) is negative.
The minimum is attained for p
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= 1/2 and p̃i

i

= 1, i =
F, M , as in the original Szilard cycle, but negative work
can be achieved for di↵erent values of p
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and p̃i
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. We have
performed multiple experiments at di↵erent conditions
and in three experiments we could achieve a combination
of probabilities that gave us a negative average work: 1)
p

F

= 0.35, p
M

= 0.65; 2) p̃
M

= 0.99; and 3) p̃
F

=
0.93. Then, our Szilard engine consists of the following
feedback protocol. We start with the external voltage V

0

that gave us the first combination (p
F

= 0.35, p
M

= 0.65)
and measure the bead position after the SB. If the bead
is in the fixed trap (blue curves in Fig. 3) we change
the external field to the value V

F

corresponding to p̃
F

=
0.93 and continue the protocol at this value of voltage
until the SR is completed. If after the SB the bead is
in the moving trap (red curves in Fig. 3), we change
the external field to the value V

M

that gave us p̃
M

=
0.99 and continue the protocol at this value of voltage
until the SR is completed. Finally, the cycle is to be
completed by quasistatically tuning the external voltage
back to its initial value V
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[22]. This last step has not
been implemented in the experiment, but in principle it
can be realized with arbitrarily small entropy production.

Figure 3 shows the average heat (solid curves), the
change in Shannon entropy of the probability distribu-
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FIG. 2: Log-lin plot of the energy En versus the cycle number
n. Parameters used are m = 1, L = 20, l = 1.0, for di�erent
values of �, ⇥, ⇤. The maximum height of the barrier in cycle
n is V (n)

B = ⌅nE0, with ⌅ = [1/2 + l/(6L)]2.

is possible only for certain values of VB depending on the
initial energy of the particle, although not on its position.
We can therefore design a protocol that works for micro-
canonical initial conditions: fixed energy (velocity) and
random position inside the box. Moreover, if the above
steps are carried out quasi-statically, the energy change
is deterministic. Then, by taking the appropriate values
of VB in each cycle, we can systematically extract energy
at least down to a certain value which can be made arbi-
trarily small by reducing the speeds �, ⇥, and ⇤. Fig. 2
shows the energy after each cycle, following the described
protocol, for di⇥erent values of �,⇥, ⇤. Data presented
in Fig. 2 have been obtained by an event driving algo-
rithm and solving exactly the Newton’s equations for the
motion of the particle. Along step (a-b), a third order
polynomial must be solved for the motion along the bar-
rier.

For a full understanding of our microcanonical Szi-
lard engine, it is convenient to study in detail the quasi-
static limit, �,⇥, ⇤ ⇤ 0. Consider a point in the phase
space (x0, p0) with position x0, momentum p0, and en-
ergy E0 ⇥ H(x0, p0; 0) = p2

0/(2m) + V (x0; 0), evolving
as (x(t), p(t)) with energy E(t) = H(x(t), p(t); t). The
action, defined as:

⌅t(E(t)) ⇥
⌦

H(x,p;t)<E(t)
dx dp, (2)

is an adiabatic invariant, i.e., is constant for quasi-static
changes of the Hamiltonian [4, 5]. In our case, the initial
action ⌅0 = 4L

⌅
2mE0 would in principle remain con-

stant along the cycle. However, the invariance has an
exception: when an orbit changes abruptly due to seg-
regation, confinement or sudden expansion, induced by
the barrier, the action changes accordingly [5]. Below we
derive the conditions determining these changes.

E0/VB

Ef/VB

FIG. 3: Final energy as a function of the initial energy in
the quasistatic limit, as given by (12). Parameters used are
m = 1, L = 20, l = 1.0. For small initial energies, particles
are segregated to the left or right half of the box at step (a–b)
with probability 1/2 corresponding, respectively, to the green
and red curves depicted in the figure. The blue curve is the
average final energy.

For a generic height V of the barrier and location of
the left (Ll) and right (Lr) walls, the action of an orbit
with energy E reads:
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       ⌥
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where Lr or Ll in the first line is taken depending on the
side of the box where the orbit is confined. The discon-
tinuity of the action ⌅(E) given by Eq. (3) at E = V is
a trademark of the breaking of its invariance. Suppose
that the barrier is high enough to split the orbit of a par-
ticle with initial energy E0. Right before the segregation,
the energy Eseg of the particle is equal to the height V
of the barrier. Setting E = V in Eq. (3) for E > V ,
the invariance for the action (right before segregation)
implies:

�
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Segregation actually occurs if the maximum height VB is
greater than Eseg, i.e., if
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VB , (5)

Segregation decreases the action of individual orbits
by an amount �⌅seg = �⌅0/2 = �2L

⌅
2mE0. Orbits ly-

ing in the right side of the box do not su⇥er any further
collapse or expansion. On the other hand, those in the
left hand undergo an expansion when reaching an energy
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2) The volume enclosed by an energy shell is an adiabatic 
invariant:
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Two properties of Hamiltonian dynamics closely 
related with the second law:

1) Volume in phase space is invariant.

Then, in a quasi-static cycle the final energy and the initial 
energy are the same, ie., work is zero.
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The phase space volume is an adiabatic invariant:
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FIG. 1. The solid curve depicts the potential U (q; 1.0,0.7), with
local minima at qmin

L = −
√

0.5 and qmin
R = +

√
0.35 (see text). The

dashed curve is the unperturbed, quartic potential U (q; 0,0).

construct a protocol (which depends on the value of Ei) that
reduces the particle’s kinetic energy arbitrarily close to zero in
a single cycle, bringing the system to a final state in which the
particle sits nearly motionless at the bottom of the potential
well. In effect, the system is cooled near to “absolute zero”
temperature.

Our model, like those of Refs. [6,7], suggests that a
perpetual-motion device of the second kind could be con-
structed, operating by the following steps.

(1) The system is brought into contact and allowed to
equilibrate with a thermal reservoir at temperature T . The
reservoir is then removed.

(2) The energy of the now-isolated system is measured.

(0,0)

(Λ  ,Λ  )L R

λL

λR

(0,0)

(a) Symmetric protocol (b) Asymmetric protocol

(Λ,Λ)

λL

λR

FIG. 2. The cyclic protocols λ⃗c(t), depicted here, proceed clock-
wise from the origin.

(3) The system is subjected to a cyclic protocol that reduces
its kinetic energy close to zero (as discussed above).

By repeatedly performing this sequence of steps, we obtain
a scenario in which energy is systematically extracted from
the reservoir [step (1)] and delivered as work to the agent that
carries out the cyclic protocol [step (3)]. This is reminiscent
of Maxwell’s demon [8–10], only here the demon’s role is
to implement a cyclic protocol λ⃗c(t) based on the measured
energy of the system, instead of opening or closing a trapdoor
based on the observed motion of nearby particles. The key
to exorcising the demon, that is, to reconciling this scenario
with the second law of thermodynamics, is to recognize that
the repeated measurements of energy in step (2) result in the
accumulation of information. In order for the device to satisfy
the “sole result” stipulation of the Kelvin-Planck statement
(see above), this information must eventually be erased. As
famously discussed by Landauer [11] and by Bennett [12]
in the context of Szilard’s engine [13], another incarnation
of Maxwell’s demon, the erasure of information carries an
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FIG. 3. Snapshots of the potential energy function as λ⃗ is varied according to the protocol shown in Fig. 2(a), with " = 5.0 [hence
E1 = 2.744 and E2 = 6.914; see Eq. (6)]. The shaded regions illustrate the evolution of sets I and II in the quasistatic limit τ → ∞.
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(2011).
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φinit
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Fig. 3. Three examples of the transformation of the volume enclosed by energy shells. The
initial volume φinit ≡ φλ0(E) is mapped into φfin ≡ φλτ (E + Wi(E)): a) corresponds to
the microcanonical Szilard engine introduced by Vaikuntanathan and Jarzynski [13] with
pi = p̃i = 1 (see Fig. 4); b) corresponds to the microcanonical Szilard engine introduced by
Marathe and Parrondo [12] with pi = 1/2 (i = L,R) and p̃i = 1 (see Fig. 5); c) corresponds
to a Szilard engine in contact with a thermal bath at temperature T with pL = pR = 1/2
and p̃L = 2/3, p̃R = 1/3 (see Fig. 6). It is easy to check that in all cases the slopes verify
Eq. (9). The diagonal is depicted in the three cases to guide the eye.

the probability that the system occupies region i in the non-ergodic stages of the
process.
We are interested on how the enclosed volume φλ0(E) is transformed under this

non ergodic evolution. Let Ui(φλ0(E)) ≡ φλτ (E +Wi(E)) be the transformation of
the enclosed volumes φ. Consider an initial layer Γ(E,∆E) and let ∆φ0 = φλ0(E +
∆E)−φλ0(E) be its volume. The volume of the set of initial microstates (q, p) in the
layer that cross region i along the process is pi∆φ0. Now consider the time-reversed
protocol with initial condition in the final layer Γ(E +Wi(E),∆iE′). Let p̃i(E) the
fraction of those states that go back to the initial layer Γ(E,∆E). Liouville’s theorem
implies:

pi∆φ0 = p̃i [Ui(φλ0(E) +∆φ0)− Ui(φλ0(E))] . (8)

The limit ∆φ0 → 0 immediately yields

U ′i(φλ0(E)) =
pi(E)

p̃i(E)
(9)

which is a condition that any non-feedback evolution must fulfill. Other than that,
the transformation of φλ0(E) can be in principle arbitrary.
In Fig. 3 we present three possible transformations Ui that correspond to physical

models introduced in previous works. Figure 3a) corresponds to the model introduced
by Vaikuntanathan and Jarzynski in [13]. In this model, an isolated one-dimensional
classical particle is subjected to a cyclically varying quartic potential. The protocol is
sketched on Fig. 4. The effect of the cycle is to interchange two energy layers (depicted
in dark and light grey on Fig. 4). This process involves ergodicity breaking as can be
seen on panel (d) of Fig. 4. The work performed during this cycle is a deterministic
function of the initial energy. Therefore pi = 1. Since the protocol is symmetric in
time, we also have p̃i = 1, leading to a slope equal to one on Fig. 3a), even though
the curve is only piecewise continuous.
Figure 3b) corresponds to a model introduced by Marathe and Parrondo [12]. The

cycle is depicted on Fig. 5. This model consists of a classical particle in a one dimen-
sional box of size 2L. The cycle proceeds as follows. A potential barrier of height VB is
inserted in the middle of the box. Then, the right wall is moved quasistatically slowly
to the right. Finally, the left wall of the box is moved to the position of the barrier.
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9.2. Maxwell demons in phase space

�(E) =
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dqdp
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W − ∆     ≥ −kTI

Wreset + ∆    meas   ≥ 0(mem)
Wmeas − ∆    meas   ≥ kTI(mem)

Figure 3 | Schematic of measurement, feedback and reset.
A measurement is a thermodynamic process in which we vary the memory
from M0 !M to develop information I about the system X. During feedback
the system evolves from X!X0 with the memory fixed, consuming the
correlations to extract work �W. Finally, the memory is reset to initial state
M0 using a protocol that is independent of X0.

discussed originally by Bennett8, but has been recently implemented
in an explicit model by Mandal and Jarzynski48. This development
has led to the formulation of a new theoretical framework for such
orderedmemories or, as they are called now, information reservoirs,
where they are treated on an equal footing to other thermodynamic
reservoirs, such as thermal or chemical baths49–55.

Cost of measurement. We now address the second task of the
thermodynamics of information, namely, understanding the origin
of the mutual information in the second law (5). For this, we
consider our system of interest X and a memory M as one joint
super-system XM and analyse the energetics over a sequence
of two thermodynamic processes, measurement and feedback, as
schematically illustrated in Fig. 3. A further simplifying assumption
is to consider that the memory and the system interact only to
perform the measurement and the feedback operation—otherwise
the total Hamiltonian of the system isH(x ,y)=Hsys(x)+Hmem(y).
Using the definition of mutual information (see Box 2), the non-
equilibrium free energy (8) of the compound system when there is
no interaction energy can be readily expressed as

F(XM)=F(X)+F(M)+kTI(X;M) (11)

From this equation the energetics of measurement and feedback is
easily obtained.

The first step is to make a measurement by evolving the memory
in an X-dependent manner, holding X fixed. Hence, the non-
equilibrium free energy of the system is not a�ected, but the
measurement will establish correlations between the two systems,
thereby creating information. To be consistent with the notation of
previous sections, we callM 0 andM the states of the memory before
and after measurement, respectively, pm being the distribution of the
outcome M . If the system and the memory do not interact before
and after the measurement, we can apply equation (11) and obtain
the change in the non-equilibrium free energy of the joint system
during the measurement,

1F (tot)
meas =1F (mem)

meas +kTI(X;M) (12)

where 1F (mem)
meas is the change in the free energy of the memory.

The second law in equation (3) implies that the increase in the free
energy given by equation (12) requires a work25,43,56,57

Wmeas �1F (mem)
meas +kTI(X ,M) (13)

In the special case of a symmetric memory with error-free
measurement �1F (mem)

meas =kT1H(M)=kTI(X;M), and then it is
possible to perform the measurement with zero work,Wmeas �0.

Having correlated X and M , we can now use feedback to
extract that free energy stored in the information as work from the

system. Specifically, we drive the system in a memory-dependent
manner with the memory fixed. Assuming there are no remaining
correlations after the feedback, by equation (11), the change in non-
equilibrium free energy is

1F (tot)
fb =1F �kTI(X;M) (14)

where, as in equation (5), 1F is the change in the free energy of
the system averaged over the measurement outcome M . Finally,
applying the second law (3) to (14), we recover equation (5) for the
average work during feedbackW (refs 25,43,57).

Ultimately, the information used to extract work during feedback
was supplied as work by the memory during the measurement
process—meaning information is not free. This point becomes
immediately obvious if we look at the work and free energy over the
entire measurement–feedback cycle, summing the two inequalities
(5) and (13)

Wmeas +W �1F (mem)
meas +1F

Themutual information has cancelled. From this global perspective,
we have merely used the work to add free energy to the memory,
which is taken out by the system.

Now, let us recall that the entropy production is given by the
di�erence of the work and non-equilibrium free-energy change of
the joint system. Therefore, the inequalities in equations (13) and
(5) are equivalent to the fact that the entropy production is non-
negative. In this respect, Maxwell’s demon is consistent with the
second law as applied to the measurement and feedback processes
individually. Furthermore, themeasurement and feedback processes
are thermodynamically reversible if the equalities in equations (13)
and (5) are achieved, respectively. Such a reversible measurement
and feedback protocol was demonstrated explicitly using a model of
an information motor in ref. 25.

This argument alone fully clarifies why Maxwell’s demon does
not contradict the second law. Still, we would often like to reset the
memory back to its initial stateM 0 after feedback (Fig. 3), so that it
can be used again for another feedback loop. The cost of the reset
is given by the generalized Landauer principle (10), by identifying
1F (mem)

reset =�1F (mem)
meas . Therefore, the work to operate a memory—

that is, to measure and reset—is43

Wmeas +Wreset �kTI(X;M)

which demonstrates that the fundamental work required to process
the information is given solely by the mutual information and is
independent of thememory’s structure. This expression summarizes
the main solutions that were proposed to reconcile the Szilárd
engine and the second law1: the energetic cost can be either in the
measurement or in the restoration of thememory, depending on the
cycle design.

Dynamic information flow. So far we have discussed the
interaction of a system and a memory with stable informational
states, and we have seen that the operative quantity is the mutual
information. However, any pair of correlated systems can share
mutual information, even if one of them is not a stable memory. In
this case, their dynamical evolution will not only cause energy to
flow between them, but also information. We can make this notion
precise by splitting the second law for two interacting systems X
and Y , ṠXYtot = ṠXtot + ṠYtot, into the entropy production for X , ṠXtot, and
Y , ṠYtot, as58–61

ṠXtot = Ṡ(⇢(x))+ ṠXres �kİ X �0

ṠYtot = Ṡ(⇢(y))+ ṠYres �kİ Y �0 (15)
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In this paper, we investigate information processing
occurring in small systems where noise is unavoidable
[6,39,45], so that the dynamics are stochastic. To do so, we
use the powerful framework of stochastic thermodynamics
[36,46–51], which has been successfully applied to study
the nonequilibrium thermodynamics of a diversity of
systems, such as (bio)chemical reaction networks, meso-
scopic quantum devices, electric circuits, and colloidal
particles. It has also has been verified experimentally in
many of these situations [52–58], including for information
operations [17,59]. Here, we establish a general approach
to the thermodynamics of information flow between two
interacting systems for both autonomous and nonautono-
mous dynamics. Not only does our approach naturally
incorporate earlier results on nonautonomous systems,
but it also provides new perspectives on the information
thermodynamics of autonomous systems. As a conse-
quence, our formalism provides the tools to quantify the
thermodynamic cost for utilizing information in a wide
array of devices, including sensors or detectors, informa-
tion engines, and feedback controllers. We also introduce a
method to determine whether the dominant mechanism
mediating the interaction between the two coupled systems
is energy exchange or is purely informational.

II. SETUP

We are interested in coupling together two independent
systems X and Y, whose discrete states we label x and y.
These states, for example, could be the electronic configu-
rations of a quantum dot or the mechanochemical states of
an enzyme. Each system has its own dynamics dictating the
rates at which it makes random transitions among its own
states, which we model as Markov processes [60]. It is
useful to picture these dynamics occurring on a graph, such
as in Fig. 1, where each state is represented by a node
(or vertex) and the edges (or links) are the possible
transitions. Thermodynamics enters by identifying the
types of reservoirs—such as thermal or chemical—that
mediate the transitions along the different edges. This

identification requires that the rates describing the tran-
sitions satisfy a local detailed balance condition, which
allows for a proper identification of the heat exchanged
with the reservoirs [36,48]. We are interested in combining
these two systems into a larger Markovian supersystem
with states ðx; yÞ. Our rule for coupling the two systems is
that we alter the transition rates so the two systems influence
each other, but we do not add any new transitions (new
links); that is to say, we do not fundamentally alter the
possible dynamical processes. Such an arrangement is called
bipartite [40,41,44,61]. Its key property is that either X
jumps or Y jumps, but never both at the same time. Figure 2
illustrates the ubiquity and diversity of this constructionwith
examples drawn from biology, mesoscopic physics, and
information thermodynamics.
Since the total system is Markovian, the time-dependent

joint probability distribution pðx; yÞ evolves according to a
master equation

dtpðx; yÞ ¼
X

x0;y0
½Wy;y0

x;x0pðx
0; y0Þ −Wy0;y

x0;xpðx; yÞ%; ð1Þ

whereWy;y0

x;x0 is the transition rate at which the system jumps
from ðx0; y0Þ → ðx; yÞ. The bipartite structure restricts the
form of W to

Wy;y0

x;x0 ¼

8
><

>:

wy
x;x0 x ≠ x0; y ¼ y0

wy;y0
x x ¼ x0; y ≠ y0

0 otherwise;

ð2Þ

such that X and Y influence each other’s rates but never
jump simultaneously. In general, the transition rate matrix
W will differ along each link that connects a pair of states
and, for nonautonomous processes, will depend directly on
time; however, we suppress these dependences to keep the
notation concise.
Because probability is conserved, it is convenient to

recast the master equation as a continuity equation with

current Jy;y
0

x;x0 ¼ Wy;y0

x;x0pðx
0; y0Þ −Wy0;y

x0;xpðx; yÞ flowing from
ðx0; y0Þ → ðx; yÞ:

dtpðx; yÞ ¼
X

x0;y0
Jy;y

0

x;x0 ¼
X

x0
Jyx;x0 þ

X

y0
Jy;y

0
x ; ð3Þ

where we identify Jyx;x0 ¼ wy
x;x0pðx

0; yÞ − wy
x0;xpðx; yÞ as the

current from x0 to x along y, and similarly for Jy;y
0

x . We see
that the bipartite structure allows the current to naturally be
divided into two separate flows, one in the X direction and
the other in the Y direction. This splitting is the key
property that we exploit in the following.
The joint system is an open system satisfying the second

law of thermodynamics [21,49], which demands that the
(irreversible) entropy production always be positive:

FIG. 1. Construction of a bipartite graph: A system X, with two
states x1 and x2 (teal dots), linked by one transition (dashed teal
horizontal line), is coupled to an independent system Y that jumps
between two states y1 and y2 (purple dots) through two mecha-
nisms (purple vertical lines). The resulting composite system has
four states and is bipartite, since no diagonal edges corresponding
to new transition mechanisms are added by the coupling.
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What is information?

Metastable states, ergodicity 
breaking, large separation of time 
scales.

Creation and annihilation of 
correlations 


