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Wasserstein-Kantrovich-Rubinstein metric.
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Recap of Id t-V model

The hamiltonian is

H =

L∑
i

(−t(c†ici+1 + h.c) + V ninj)

Recap of phases of Id t-V model:
Fermi Liquid at V=0
Luttinger liquid at V between 0+ to 2
Luttinger liquid to CDW transition at V = Vc = 2
CDW for V > 2
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Parameter Space (BZ)

ckn =
∑

i cie
−ikni and kn = 2πn

L

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

kout kin kout

kout: represents unoccupied states.

kin: represents filled states.

for V=0

|GS >=
∏

kn≤kf

C†kn |0 >
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Quantum distances for interacting fermions

Many-body state:

|Ψ >=
∑
{k}

Ck1,k2,.......kL |k1k2......kL >

Distance between two points k1 and k2 on the BZ is computed as :

d2(k1, k2) = 1− | < Ψ|E(k1, k2)|Ψ > |2

where

E(k1, k2) = e
π
2

(c†k1
ck2−h.c)

We can arrange these distances in the form of matrix.
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Distance Matrix as a function of V

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

kout kin kout

At V = 0:

D =

 kin kout
kin 0 I
kout I 0


Distance Matrix at V =∞ (CDW state):

Dij =

 0 i = j

1 i = j + L
2√

3
4 i 6= j, i 6= j + L

2


At an arbitary V:

D =

[
∆ ∆e

∆e ∆

]
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What is Distnace Geomtery?
Distance Geometry (DG) is the study of geometry with the basic entity being
distance. It all began with the Greeks, specifically Heron, or Hero, of Alexandria
sometime between 150BC and 250AD, who showed how to compute the area of a
triangle given its side lengths .

We human took almost two thousand years to revisit Hero’s
Forumula, finally Arthur Cayley’s in 1841 asked the relationships
between the distances of five points in space. The gist of what he
showed is that a tetrahedron can only exist in a plane if it is flat (in
fact, he discussed the situation in one more dimension). This yields
algebraic relations on the side lengths of the tetrahedron.
Karl Menger and Arthur Cayley started this field.

S. R. Hassan (IMSc. Chennai) Intrinsic and extrinsic geometries of many body states 6 / 32



Geometry: Metric Space (Distance Space)

We view geometric object as a discrete object.

This object is defined by set of points and the distances between
them.

We denote all points by set V and all distances by d. Together we
represent as X = (V, d)

X is called Metric space or we may call space of distances in a loose
sense.
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Geometry : Study of Metric Space or Distance space

We may view this geometric objects as a graph or network:
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Ptolemaic distance space

In our case, it is a Ptolemaic metric.

The question is what to do with it?

What information one can extract for the physical system?

How to characterize space of distances mathematically?
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Distance Space: Local view

We can characterise metric by studying distances and triangles.

We can define scalar or edge dependent curvatures using distances.

There are many definition of curvature on a distance space: Menger
curvature, Haantjes curvature, Forman Ricci curvature, and
Ollivier-Ricci curvature. Many More.
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curvatures j ð/t0þs
t0
ðle;vðzÞÞÞ that is part of the supremum in

Eq. (3.1). Interpretations of different estimates of this set are
detailed below.

In practice, it is a computational challenge as to how
we implement both the optimization step and the limit step
(e ! 0) in Eq. (3.1). As we discuss further below, on the
finest spatial scales, there is a strong correlation between
FTC and FTLE; on intermediate scales, however, they differ,
as the FTC can uncover the nonlinearities in the flow. To
distinguish these “finest” scales and “intermediate” scales
precisely, we choose an e> 0 and define a Finite-Scale
Finite-Time Curvature (fsFTC) as

Kt0þs
t0
ðz; eÞ ¼ sup

kvk¼1

j ð/t0þs
t0
ðle;vðzÞÞÞ: (3.3)

In contrast to the FTC in Eq. (3.1), notice that the limit is
omitted, and the argument explicitly includes the independ-
ent variable e> 0. Equations (3.1) and (3.3) both contain the
expression j ð/t0þs

t0
ðle;vðzÞÞ, which corresponds to a curvature

computation on each of the set of points on the line seg-
ment(s) le;vðzÞ. That is, j ð/t0þs

t0
ðle;vðzÞÞ :¼ fj w : w 2 le;vðzÞg

is a set of curvature values on which the sup is posed, across
all line segments le;vðzÞ in all orientations v. Since the limit
in Eq. (3.1) is taken after the curvature computation, this
effectively selects the curvature at z in the orientation in
which it is maximal. We have written it in this manner with
the limit so as to reflect the computational method for calcu-
lating the fsFTC described below in terms of estimates by
small line segments. We emphasize here that we are most
interested in small but not infinitesimal line segments; how-
ever, the full definition of the FTC in Eq. (3.1) is equivalent
to measuring the maximal curvature of all advected line seg-
ments through the base point z at /t0þs

t0
ðzÞ. Furthermore and

generally, for smooth flows, the sup should be realized and
so can be replaced by a max operation. Note that the image
of the line segment le;vðzÞ is generally a curve /t0þs

t0
ðle;vðzÞÞ,

and the role of the limit is to isolate the curvature to the lo-
cality of the image of the center point, at /t0þs

t0
ðzÞ. In prac-

tice, the finite scale implicit in where and how the curvature
is estimated in the neighborhood of /t0þs

t0
ðzÞ makes a differ-

ence for what is observed.

A. FTC on intermediate scales

The most straightforward interpretation of the estima-
tion of the FTC by the fsFTC formula in Eq. (3.3) is by what
we may refer to as the brute-force computation. First, choose
n sample vectors v pointed around a unit circle and uni-
formly spaced and scale these by a small but finite distance
e> 0 to form ev. The direction of each unit vector v is speci-
fied by an angle c. Then, form n triplets of points

A ¼ z% ev; B ¼ z; C ¼ zþ ev; (3.4)

approximating the line-segment instance of Eq. (3.2). Each
can then be mapped forward under the flow to new locations

A0 ¼ /t0þs
t0
ðz% evÞ; B0 ¼ /t0þs

t0
ðzÞ; C0 ¼ /t0þs

t0
ðzþ evÞ

(3.5)

after a finite time s; see Fig. 4 for an illustration. It is a fact
of geometry that there is a unique circle passing through any
three (non-colinear) points A0;B0;C0 called the Menger
circle. Calling the radius of this circle RA0;B0;C0 , the Menger
curvature48–50 is defined as j MðA0;B0;C0Þ ¼ 1=RA0;B0;C0 . The
Menger curvature may be computed by the convenient clas-
sical formula,

j M A0;B0;C0ð Þ ¼ c

2 sin c
: (3.6)

See Fig. 3. Here c may be chosen as any one of the 3 angles
of the triangle A0B0C0 described by the three points and c is
the length of the corresponding opposite side. Note that order
of labeling is not important, as the circle is uniquely defined
by the three points.

The unit vectors v ¼ ðcosðsÞ; sinðsÞÞ for each s 2 [0, 2p )
specify points (A, B, C) and their images ðA0;B0;C0Þ in Eqs.
(3.4) and (3.5) for each angle. We may then write
j Mðs; eÞ :¼ j MðA0;B0;C0Þ. Referring to Fig. 4 for labeling,
each of the n uniformly sampled points around a circle of ra-
dius e, si¼ ih, h¼ 2p /n , i¼ 0, 1,…(n – 1), yields a sample of
the function by points (si, j M(si, e)). See Fig. 4. From this fi-
nite sample we may estimate

Kt0þs
t0
ðz; eÞ & max

i
fj Mðsi; eÞg; (3.7)

for fixed e.
Proceeding more carefully, but still on a finite intermedi-

ate scale with e> 0, we can estimate the fsFTC, which then
will give us an estimate of the FTC. Unlike the above proce-
dure, where we simply selected the maximal value from a
large sampling, a more efficient and accurate way to optimize
any function is to use a standardized optimization algorithm
such as the gradient descent method.51 This approach will
work if the flow /t0þs

t0
is sufficiently smooth at z. It then fol-

lows that the fsFTC Kt0þs
t0 ðz; eÞ can be estimated by the opti-

mal Menger curvature z for a given small e, so that

Kt0þs
t0
ðz; eÞ & max

s2½0;2p Þ
fj Mðs; eÞg; (3.8)

FIG. 3. Menger curvature of three points A, B, C is defined in terms of the
radius of the unique circle passing through these points by formulas, Eqs.
(3.4) and (3.6).

023112-4 Ma, Ouellette, and Bollt Chaos 26, 023112 (2016)

Figure: Menger Curvature at B, C(B) = 4A
d(AB)d(BC)d(AC)
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Distance Space: Global structure

How does a distance space look in Euclidean space ?

How do we determine the shape of this distance space using only
distances? Embedding.

This can be answered using Distance Geometry. What is distance
geometry?

We can arrange the distances as a matrix D.

0 d12 d13 ..... diN
d21 0 d23 ...... d2N

... ... .... .... ...

... ... .... .... ...

... ... .... .... ...
dN1 dN2 dN3 ..... dNN
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Distance Geometry:Embedding

We consider Euclidean Space Rn. Each nodes we represent by
coordinate xi, · · xn. We ask the following equation:

|xi − xj |2 = dij

Gramian Matrix Gij = xi.xj

G = XTX

We assume xi are mean centered (
∑

i xi = 0)

Matrix G can be expressed in terms of D as

G = −1

2
JD2J, J = (I − eeT

n
), eT = (1, 1, 1, 1 · 1)
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Embedding

If D can be embedded in the Euclidean space then G must be positive
semi definte. Its all eigen values must be positive.

The rank of G is a dimensionality of the embedding space.

In most of the cases embedding dimension is very large, so we may
emebed approximatley.

Non-interacting or Mean field state can be alwayse mbedded in finite
dimesnion, but strongly correlated system is embedded in very high
dimension.

Near the phase transition embedding dimension may change.
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Distance Geometry
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Figure 7: Ribbon plot of 2K7Y protein back structure: the true structure, and the structures

corresponding to the classical multidimensional scaling and the distance shrinkage estimate

are represented in gold, blue and pink respectively.
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Distance Matrix
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Figure: Distance d(−π, k) between k = −π and the other k modes in the
Brillouin zone (BZ) for different values of the interaction strength V .
δ = d(−π,−π/2)− d(−π,−π/2− 2π/L), gives a measure of the discontinuity
across the Fermi points. It is studied as a function of interaction strength V for
different system sizes.
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Quantum metric g(k)

The Quantum metric g(k) is defined as:

lim∆k→0d
2(k, k + ∆k) = g(k)∆2k

In this model the distance between two quasi-momentum does not
decrease monotonically with the separation.

The V =∞ all distances are the same.

At even small V there is an optimal value of distance irrespective of
the system size. The metric g(k) is not well defined in this model.
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Nearest Neighbour distance

0.00 0.35 0.70 1.05 1.40 1.75 2.09 2.44
kn

0.0

0.2

0.4

0.6

0.8

1.0

d(
k n
,k

n
+
1)

V=0.1
V=1
V=2
V=3
V=4
V=12

V=0: all zero except fermi point (delta function sigularity at kf )

intermediate V: this singularity remains but smmoothen out.

V =∞: all NN distances are equal.
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Behaviour of triangles

(a) (b) (c) (d) (a) (b) (c) (d)

Particle triangles: It starts shrinking and shrink to points at V = 0:
Particle-Hole triangles: It changes shape at V ∼ 2 and become isosceles
traingle, they then shrink to segment at V = 0
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Emebedding D

0 1 2 3 4 5 6 7 8 9 10 11 12
V
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Figure: Truncation error for E(q) = 1.0−
√∑q

i=0 λi∑
i λi

keeping first few (1-3)

eigenvalues for embedding D.The truncation error for approximate embedding is
less than 12% in case of embedding in one dimension E(q = 1) up to V ≈ 1.5
and for embedding in three dimension E(q = 3) up to V ≈ 2
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Statistical Distance from Quantum Distances

The statistical distance between any two nodes is defined with respect to
Πij as

W (i, j) =
∑
l,m

d(l,m)Πi,j(l,m)

This distance is known as Wasserstein-Kantrovich-Rubinstein distance
or only Wasserstien among Mathematicians.
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Distance distribution on Metric Space (Distance Space)

We define the distance disribution at point i in the distance sapce M as a
random walk on M:

mi(j) =
dij∑
j dij
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Probability distribution space

Distance space to
Probability space of Distance distributions:
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Kantorovich Formulation

W (mi,mj) = Inf{π∈Π}
∑
i,j

d(i, j)π(i, j)

∑
j

π(i, j) = mi∑
i

π(i, j) = mj

W (mi,mj) is distance between distrbutions mi and mj .

W (mi,mj) is also known as Earth’s Mover Distance (in computer science)
and Kantorovich-Wasserstein distance (or metric) among mathematicians.
However, Wasserstein has not invented this distance. But it is commonly
known wasserstein distance. Strange world!

Fields Medalist, Cedric Villani’s book: Optimal Transport, old and
new, Springer, 2003
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∞

We can expect W to indicate the critical interaction strength for the LL to
CDW transition, by occurance of a peak in the Thermodynamic limit.

We found W∞ vanishes in the thermodynamic limit. It vanishes as I/L.
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Barycenter

In Euclidean case, for a collection of points (x1...xp), the barycenter x∗ is
obatained by minimsing the function

∑p
i λi|x− xi|2,

∑
i λi = 1

In the present case, the barycenter m∗(k) is defined as a single function on
the BZ as:

J(m∗) = infm
1

L

L∑
i

W 2(mi,m)

−3 −2 −1 0 1 2 3
V

0.040

0.045

0.050
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Quadratic Cost

W (mi,mj) = Inf{π∈Π}
∑
i,j

|i− j|2π(i, j)

∑
j

π(i, j) = mi

∑
i

π(i, j) = mj
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Ollivier-Ricci curvature on a distance space

We compute distance between two distributions at i and j as:

W (mi,mj) = infπ
∑
l,m

dlmπij(l,m)

∑
l

πij(l,m) = mj(m),
∑
j

πij(l,m) = mi(l)

Ricci-curvature K(i, j) is defines as:

K(i, j) = 1.0− W (i, j)

dij

Y. Ollivier, C. R. Acad. Sci. Paris, Ser. I 345 (2007).
(Comptes rendus de l’Academie des Sciences)
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Ricci-curvature for the nearest neighbour edges
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Figure: Curvatures for the nearest neighbour edges (k, k+ 1) over half the BZ for
different interaction strengths. The metallic regime is characterised by a
discontinuity at the Fermi point kf .
Curvatures for both type of edges e1 and e2 as function of interaction strength V .
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Scalar curvature
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Figure: Scalar Curvature as a function of the quasi-momenta modes representing
vertices of the graph. In insulating regime the scalar curvature is uniform over all
the vertices.
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Emebedding D and W
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Figure: Truncation error for keeping first few (1-3) eigenvalues for embedding D.
The truncation error for approximate embedding is less that 12% in case of
embedding in one dimension E(q = 1) up to V ≈ 1.5 and for embedding in three
dimension E(q = 3) up to V ≈ 2.
Truncation error for keeping first few (1− 3) eigenvalues of G as a function of the
interaction strength, for approximate embedding of W .
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Conclusion

We have studied properties of distances and tried to extract from it
possible cross over transition.

We also showed using quantum distance and the statistical distance we
can probe the shape of the ground state wave function.

Our expresssion of the Quantum distance is very general. can be applied
even in one band Hubbard model, which is not possible to study geomtery
by any other approach such as the Greens function method.

This can be applied to spin system. Work is in progress for MG Model.

Topology can be studied by computing betti numbers of graph of a state
or using concept of magnitude function of metric space recently
developed in enriched category theory. Work in progress.
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Thank you very much.
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