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Fig. 20. The temperature angular power spectrum of the primary CMB from Planck, showing a precise measurement of seven acoustic peaks, that
are well fit by a simple six-parameter⇤CDM theoretical model (the model plotted is the one labelled [Planck+WP+highL] in Planck Collaboration
XVI (2013)). The shaded area around the best-fit curve represents cosmic variance, including the sky cut used. The error bars on individual points
also include cosmic variance. The horizontal axis is logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+ 1)Cl/2⇡. The measured
spectrum shown here is exactly the same as the one shown in Fig. 1 of Planck Collaboration XVI (2013), but it has been rebinned to show better
the low-` region.
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Fig. 21. The temperature angular power spectrum of the CMB, esti-
mated from the SMICA Planck map. The model plotted is the one la-
belled [Planck+WP+highL] in Planck Collaboration XVI (2013). The
shaded area around the best-fit curve represents cosmic variance, in-
cluding the sky cut used. The error bars on individual points do not in-
clude cosmic variance. The horizontal axis is logarithmic up to ` = 50,
and linear beyond. The vertical scale is `(` + 1)Cl/2⇡. The binning
scheme is the same as in Fig. 20.

dominant source of confusion at high Galactic latitudes. At high
frequencies, confusion from Galactic foregrounds dominates the
noise budget at low Galactic latitudes, and the cosmic infrared

background at high Galactic latitudes. The SNR has therefore
been adapted for each particular case. More specifically, we use
two detection thresholds at frequencies above 353 GHz: one in
the brightest 52 % of the sky (a proxy for the Galactic sky, called
Galactic zone), and a di↵erent one in the cleanest 48 % of the
sky (a proxy for the extragalactic sky, called extragalactic zone).
This strategy ensures interesting depth and good reliability in the
extragalactic zone, but also high reliability in the Galactic zone.
The actual thresholds used are listed in Table 7.

Because the sky properties vary so widely from low to high
frequencies, the PCCS contains more than one estimate of the
flux density of each source. The choice of the most accurate mea-
sure to use depends on frequency and foreground surface bright-
ness as well as the solid angle subtended by the source: these
choices are discussed in detail in Planck Collaboration XXVIII
(2013).

The PCCS has been subject to external and internal valida-
tion:

1. At the three lowest (LFI) frequencies of Planck it is pos-
sible to validate most source identifications, completeness,
reliability, positional accuracy and in some cases flux den-
sity accuracy using external data sets, particularly large-area
radio surveys. This “external validation” was undertaken us-
ing the following catalogues and surveys: (1) full sky sur-
veys and catalogues: the Early version of the Planck cata-
logue (ERCSC; Planck Collaboration XIV (2011)) and the
NEWPS catalogue, based on WMAP results (Massardi et al.
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Fig. 26. Measured angular power spectra of Planck, WMAP9, ACT, and SPT. The model plotted is Planck’s best-fit model including Planck
temperature, WMAP polarization, ACT, and SPT (the model is labelled [Planck+WP+HighL] in Planck Collaboration XVI (2013)). Error bars
include cosmic variance. The horizontal axis is `0.8.

agreement with the BAO distance scale compiled in Anderson
et al. (2012).

The Planck data, in combination with polarization measured
by WMAP, high-` anisotropies from ACT and SPT and other,
lower redshift data sets, provides strong constraints on devia-
tions from the minimal model. The low redshift measurements
provided by the BAO allow us to break some degeneracies still
present in the Planck data and significantly tighten constraints on
cosmological parameters in these model extensions. The ACT
and SPT data help to fix our foreground model at high `. The
combination of these experiments provides our best constraints
on the standard 6-parameter model; values of some key parame-
ters in this model are summarized in Table 9.

From an analysis of an extensive grid of models, we find no
strong evidence to favour any extension to the base ⇤CDM cos-
mology, either from the CMB temperature power spectrum alone
or in combination with Planck lensing power spectrum and other
astrophysical datasets. For the wide range of extensions which
we have considered, the posteriors for extra parameters gener-
ally overlap the fiducial model within 1�. The measured values
of the ⇤CDM parameters are relatively robust to the inclusion
of di↵erent parameters, though a few do broaden significantly if
additional degeneracies are introduced. When the Planck likeli-
hood does provide marginal evidence for extensions to the base
⇤CDM model, this comes predominantly from a deficit of power
(compared to the base model) in the data at ` < 30.

The primordial power spectrum is well described by a
power-law over three decades in wave number, with no evidence

for “running” of the spectral index. The spectrum does, however,
deviate significantly (6�) from scale invariance, as predicted by
most models of inflation (see below). The unique contribution
of Planck, compared to previous experiments, is that the depar-
ture from scale invariance is robust to changes in the underlying
theoretical model.

We find no evidence for extra relativistic species, beyond the
three species of (almost) massless neutrinos and photons. The
main e↵ect of massive neutrinos is a suppression of clustering on
scales larger than the horizon size at the non-relativisitic transi-
tion. This a↵ects both C��L with a damping for L > 10, and CTT

`
reducing the lensing induced smoothing of the acoustic peaks.
Using Planck data in combination with polarization measured
by WMAP and high-` anisotropies from ACT and SPT allows
for a constraint of

P
m⌫ < 0.66 eV (95 % CL) based on the

[Planck+WP+highL] model. Curiously, this constraint is weak-
ened by the addition of the lensing likelihood

P
m⌫ < 0.85 eV

(95 % CL), reflecting mild tensions between the measured lens-
ing and temperature power spectra, with the former preferring
larger neutrino masses than the latter. Possible origins of this
tension are explored further in Planck Collaboration XVI (2013)
and are thought to involve both the C��L measurements and fea-
tures in the measured CTT

` on large scales (` < 40) and small
scales ` > 2000 that are not fit well by the ⇤CDM+foreground
model. The signal-to-noise on the lensing measurement will im-
prove with the full mission data, including polarization, and it
will be interesting to see how this story develops.
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Fig. 22. The Planck power spectrum of Fig. 10 plotted as `2D`
against multipole, compared to the best-fit base ⇤CDM model
with ns = 0.96 (red dashed line). The best-fit base ⇤CDM model
with ns constrained to unity is shown by the blue line.

Our extensive grid of models allows us to investigate cor-
relations of the spectral index with a number of cosmological
parameters beyond those of the base ⇤CDM model (see Figs.
21 and 24). As expected, ns is uncorrelated with parameters de-
scribing late-time physics, including the neutrino mass, geom-
etry, and the equation of state of dark energy. The remaining
correlations are with parameters that a↵ect the evolution of the
early Universe, including the number of relativistic species, or
the helium fraction. This is illustrated in Fig. 24: modifying the
standard model by increasing the number of neutrinos species,
or the helium fraction, has the e↵ect of damping the small-scale
power spectrum. This can be partially compensated by an in-
crease in the spectral index. However, an increase in the neu-
trino species must be accompanied by an increased matter den-
sity to maintain the peak positions. A measurement of the matter
density from the BAO measurements helps to break this degen-
eracy. This is clearly seen in the upper panel of Fig. 24, which
shows the improvement in the constraints when BAO measure-
ments are added to the Planck+WP+highL likelihood. With the
addition of BAO measurements we find more than a 3� devi-
ation from ns = 1 even in this extended model, with a best-fit
value of ns = 0.969 ± 0.010 for varying relativistic species. As
discussed in Sect. 6.3, we see no evidence from the Planck data
for non-standard neutrino physics.

The simplest single-field inflationary models predict that the
running of the spectral index should be of second order in infla-
tionary slow-roll parameters and therefore small [dns/d ln k ⇠
(ns � 1)2], typically about an order of magnitude below the
sensitivity limit of Planck (see e.g., Kosowsky & Turner 1995;
Baumann et al. 2009). Nevertheless, it is easy to construct in-
flationary models that have a larger scale dependence (e.g., by
adjusting the third derivative of the inflaton potential) and so it
is instructive to use the Planck data to constrain dns/d ln k. A
test for dns/d ln k is of particularly interest given the results from
previous CMB experiments.

Early results from WMAP suggested a preference for a nega-
tive running at the 1–2� level. In the final 9-year WMAP analy-
sis no significant running was seen using WMAP data alone, with
dns/d ln k = �0.019 ± 0.025 (68% confidence; Hinshaw et al.
2012. Combining WMAP data with the first data releases from
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Fig. 23. Upper: Posterior distribution for ns for the base ⇤CDM
model (black) compared to the posterior when a tensor compo-
nent and running scalar spectral index are added to the model
(red) Middle: Constraints (68% and 95%) in the ns–dns/d ln k
plane for ⇤CDM models with running (blue) and additionally
with tensors (red). Lower: Constraints (68% and 95%) on ns and
the tensor-to-scalar ratio r0.002 for ⇤CDM models with tensors
(blue) and additionally with running of the spectral index (red).
The dotted line show the expected relation between r and ns for
a V(�) / �2 inflationary potential (Eqs. 66a and 66b); here N is
the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.
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Planck: Parameters Goal

3-10 x improvement in cosmological parameters
7

Planck Bluebook
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Timeline
Launched with Hercshel
- 14 May 2009

First Light Survey
- 13-27 Aug 2009

Early release
- 11 Jan 2011

First cosmology release
- 21 Mar 2013

8
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Coolest Satellite in Space!
H2 Sorption cooler
- LFI FPU to < 20K

- pre-cool lower stages

 4He J-T cooler
- HFI FPU and LFI 

reference loads to < 5K

- only moving part

Dilution cooler
- HFI bolometers to 0.1K  

9



Extracting Science from the Planck Mission Sanjit Mitra, IUCAA
16 Apr 2013, ICTS, Bangalore

Cool and Stable
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Planck Focal Plane
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Credit: ESA, HFI & LFI consortia
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Nine Frequency All Sky Survey
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C. Lawrence, Planck Bluebook
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Nine Frequency All Sky Survey
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Scanning Strategy
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White Noise Level
SMICA noise map, RMS noise is ~17µK
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Fig. 15. The SMICA CMB map (with 3 % of the sky replaced by a constrained Gaussian realization).

Fig. 16. Spatial distribution of the noise RMS on a color scale of 25 µK
for the SMICA CMB map. It has been estimated from the noise map
obtained by running SMICA through the half-ring maps and taking the
half-di↵erence. The average noise RMS is 17 µK. SMICA does not
produce CMB values in the blanked pixels. They are replaced by a con-
strained Gaussian realization.

All three methods used yield also a set of “residual” maps
that contain astrophysical foregrounds and other sources of
noise. As noted previously, the problem of component separa-
tion for intensity is such that these methods are not suitable to
extract physically meaningful individual components, unless an-
cillary information is included in the process. Nonetheless, we
do release the residual maps for analysis in conjunction with the
extracted CMB maps.

Two additional CMB maps based on Planck data have been
produced. They have been subjected to the same characteriza-
tion as the three maps described above (Planck Collaboration
XII 2013). They are:

Fig. 17. Angular spectra for the SMICA CMB products, evaluated over
the confidence mask, and after removing the beam window function:
spectrum of the CMB map (dark blue), spectrum of the noise in that
map from the half-rings (magenta), their di↵erence (grey) and a binned
version of it (red).

– a low-resolution (⇠1�) CMB map that is used within
the Planck likelihood code as the input for low-` (pixel-
based) part of the code. The map was produced with the
Commander algorithm (Planck Collaboration XII 2013),
which incorporates physically-motivated parametric fore-
ground models. In contrast to the other schemes developed
to extract the CMB (see Sect. 7.1), it provides direct samples
of the likelihood posterior. The properties of the Commander
CMB map are not the most suitable for non-Gaussianity

24

Planck Collaboration (2013)
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MCMC

Analysis in a Nutshell

15

Long chain of data processing centers
in Australia, France, Italy, USA, ...

Preprocessing,
deglitching, ...

Partia
l deconvolution

and Map Making

Foreground cleaning
w/ or w/o templates

Pseudo Cl 

Low multipoles

Cosmology Model

Likelihood

Credit: K.Gorski
Images: LAMBDA & ESA

MCMC

Non-Gaussianity
Statistical Isotropy
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Extended Analyses
Non-Gaussianity of CMB anisotropy

Statistical anisotropy of CMB

Reconstruction of Primordial power spectrum

Reconstruction of lensing potential

Possibly more to follow...

16
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Redundancy in Analyses
Redundancy in observation
- detectors visit each direction at different times

Multiplicity of methods

Comparison of LFI and HFI
- a big plus point for Planck

Simulations
- realistic simulations to track systematic effects

- total 250,000 maps simulated, largest in CMB analyses!
17
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Map Making
Linear convolution equation with Gaussian noise

Log-Likelihood

Maximum Likelihood Solution

Final noise covariance matrix of the solution

18
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Map Making
Optimal (a Generalized Least Square solution)
- computationally expensive

Destriping 
- cleverly remove 1/f noise “offsets”

19

http://www.helsinki.fi/~tfo_cosm/destriping.html

http://www.helsinki.fi/~tfo_cosm/destriping.html
http://www.helsinki.fi/~tfo_cosm/destriping.html
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HEALPix
Hierarchical Equal Area isoLatitude Pixelization

20

http://healpix.jpl.nasa.gov/

Gorski et al. (2005)

http://www.helsinki.fi/~tfo_cosm/destriping.html
http://www.helsinki.fi/~tfo_cosm/destriping.html
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Planck Maps
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Planck Maps

21



Extracting Science from the Planck Mission Sanjit Mitra, IUCAA
16 Apr 2013, ICTS, Bangalore

Inter-frequency Consistency
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a given foreground. Our colour conversions are uniformly cast
as a multiplicative correction, yielding the brightness at the stan-
dard band reference frequency for the required SED. It would
also have been possible in most cases to quote an “e↵ective fre-
quency” at which the numerical value of the map brightness ap-
plies to the required SED, but this is less practical in general and
cannot be applied at all to line emission.

6.4. Map characterization

Null tests are a powerful way to evaluate the quality of LFI
and HFI maps. Among these are half-ring di↵erence maps
(which capture noise properties), and survey-to-survey di↵er-
ences (which capture di↵erent types of systematic signals).
Simulation of known systematics is also a viable way to validate
the e↵ects seen in the real data, especially in survey-to-survey
di↵erences. Comparison of angular cross-power spectra of maps
made with individual detectors within a frequency band, and of
maps at di↵erent frequencies, is used to give confidence in the
results. Many such tests have been implemented, as described
in Planck Collaboration II (2013); Planck Collaboration III
(2013); Planck Collaboration IX (2013); Planck Collaboration
V (2013) for LFI and Planck Collaboration VI (2013); Planck
Collaboration VII (2013); Planck Collaboration VIII (2013) for
HFI. Table 5 summarises the sources contributing to uncertain-
ties at map level, and the actual uncertainty levels associated to
each map are summarised in Table 6. For residual systematic lev-
els, we refer the reader to Planck Collaboration III (2013) (LFI)
and Planck Collaboration VI (2013) (HFI).

Finally, comparison of data at map and power spectrum level
obtained independently by LFI and HFI provides an important
check on the results; such tests are described in detail in Planck
Collaboration XI (2013).

6.5. Consistency tests

In Planck Collaboration XI (2013) the agreement between the
Planck HFI and LFI data is analyzed, showcasing the advantage
of having employed two di↵erent detector technologies on the
same telescope and satellite platform.

The approach to this comparison is twofold. First we perform
a general comparison of the sky maps by pairs at a range of fre-
quencies, and then we proceed to investigate the power spectra of
these maps for a more refined quantitative comparison between
all the CMB frequencies from 44 to 217 GHz.

A di�cult problem for high quality CMB measurements is
to ensure stability of the measurement over time to avoid large
scale artifacts in the maps. It is straightforward to show that
the Planck maps are free from serious large- to intermediate-
scale imperfections: extensive examination of di↵erence maps
between di↵erent frequency channels consistently demonstrates
that we achieve deep nulling of the CMB anisotropy signal, and
reveals in an immediate, and interesting manner the foreground
residuals. Figure 10 shows this spectacularly in the case of the
key comparison between 70 and 100 GHz, the closest frequen-
cies between the two instruments, and the closest to the fore-
ground minimum. The CMB structure at high galactic latitude
disappears in the di↵erence made in Kcmb units as shown by the
green (very close to zero) uniform background. Of course the
Galactic emission (primarily from CO in the 100 GHz channel)
stands out at low latitudes with its di↵erent SED from the CMB.

As described in Section 5.6, residual dipoles in the cali-
brated maps test the quality of calibration with respect to the

Fig. 10. One panel of Figure B.2 from (Planck Collaboration XI 2013),
showing the di↵erence map 100 GHz � 70 GHz.

Fig. 11. Recalibration factor maximizing the CMB consistency in in
simulations (black) and in the data considering di↵erent multipole
ranges (red and blue), at each Planck frequency in GHz given on the
horizontal axis. This is Figure 35 from (Planck Collaboration VI 2013).

WMAP dipole. These residuals are less than 0.1 % for the HFI
CMB channels (Planck Collaboration VIII 2013) and 0.2 % to
0.3 % for LFI (Planck Collaboration II 2013). Recalibration of
the CMB channels on the CMB anisotropies with respect to a
common reference (143 GHz) is shown in Fig. 11, for two ranges
of multipoles (50–300 and 300–700). The recalibration coe�-
cients for the bands 70 to 217 GHz are all within 0.2% (44 and
353 GHz are at the 0.8 % level). This test demonstrates excel-
lent inter-calibration both within the HFI CMB channels and be-
tween these and the 70 GHz LFI channel, which uses a di↵erent
detector technology and is subject to di↵erent instrumental sys-
tematic e↵ects and data processing.

Spectral analysis allows a more quantitative assessment than
the more qualitative inspection of the sky maps themselves. In
Planck Collaboration XI (2013) we carry out detailed cross-
spectrum comparisons between neighbouring channels at 70,
100 and 143 GHz, thus checking consistency between LFI and
HFI, and agreement between the main CMB channels overall.
The comparisons are in terms of cross-spectra computed on half
ring maps, both sum and di↵erence, in which the CMB signal
should disappear from the di↵erence maps if the relative cali-
bration is perfect. These results are compared to direct di↵er-
ences between power spectra, and the combination of methods
allows quantitative comparison with the expected levels of resid-
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WMAP dipole. These residuals are less than 0.1 % for the HFI
CMB channels (Planck Collaboration VIII 2013) and 0.2 % to
0.3 % for LFI (Planck Collaboration II 2013). Recalibration of
the CMB channels on the CMB anisotropies with respect to a
common reference (143 GHz) is shown in Fig. 11, for two ranges
of multipoles (50–300 and 300–700). The recalibration coe�-
cients for the bands 70 to 217 GHz are all within 0.2% (44 and
353 GHz are at the 0.8 % level). This test demonstrates excel-
lent inter-calibration both within the HFI CMB channels and be-
tween these and the 70 GHz LFI channel, which uses a di↵erent
detector technology and is subject to di↵erent instrumental sys-
tematic e↵ects and data processing.

Spectral analysis allows a more quantitative assessment than
the more qualitative inspection of the sky maps themselves. In
Planck Collaboration XI (2013) we carry out detailed cross-
spectrum comparisons between neighbouring channels at 70,
100 and 143 GHz, thus checking consistency between LFI and
HFI, and agreement between the main CMB channels overall.
The comparisons are in terms of cross-spectra computed on half
ring maps, both sum and di↵erence, in which the CMB signal
should disappear from the di↵erence maps if the relative cali-
bration is perfect. These results are compared to direct di↵er-
ences between power spectra, and the combination of methods
allows quantitative comparison with the expected levels of resid-
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Component Separation
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S. M. Leach et al.: Component separation methods for the  mission 603

Table 2. Some characteristics of the diffuse component separation methods used in the challenge.

Channels used Components modelled Resources and runtime
COMMANDER ,  30–353 GHz, CMB, dust, sync, FF, mono-,dipoles 1000 CPU h, 2 day

CCA , Haslam 408 MHz CMB, dust, sync, FF 70 CPU h, 1.5 day
GMCA , Haslam 408 MHz CMB, SZ, sync., FF 1200 CPU h, 6 day
FastICA 143–353 GHz Two components (CMB and dust) 21 CPU min, 20 s

FastMEM  CMB, SZ, dust, sync, FF 256 CPU h, 8 h
SEVEM  CMB 30 CPU h, 30 h
SMICA , CMB, SZ, dust, total galaxy 8 CPU h, 4 h
WI-FIT 70–217 GHz CMB 400 CPU h, 8 h

(100–217 GHz). Then the CMB power spectrum is estimated
from these maps, via the EM algorithm, assuming a signal
plus (correlated) noise model. A final CMB map is obtained
using a harmonic Wiener filter on the foreground-reduced
maps.

– Spectral matching independent component analysis
(SMICA; Delabrouille et al. 2003; Cardoso et al. 2008).
The SMICA method estimates model parameters using ob-
servation correlations in the harmonic domain (auto- and
cross-spectra). The estimated parameters are typically some
mixing coefficients and the power spectra of independent
components. For the challenge, the correlations between
Galactic components are taken into account. The estimated
parameters are then used to Wiener-filter the observations to
obtain component maps. At small scales the C!’s are one of
the estimated parameters. At large scales ! ≤ 100 the C!’s are
estimated from a CMB map obtained using the ILC method.

– Wavelet based high resolution fitting of internal tem-
plates (WI-FIT; Hansen et al. 2006). The WI-FIT method
computes CMB-free foreground plus noise templates from
differences of the observations in different channels, and uses
those to fit and subtract foregrounds from the CMB domi-
nated channels in wavelet space. The C!’s are estimated from
the recovered CMB map.

Some characteristics of these methods are summarised in
Table 2, which shows the data used, the components modelled
and a rough indication of the computational resources required.

Note that many different approaches to diffuse component
separation are represented here: blind, non-blind, semi-blind;
methods based on linear combinations for foreground extraction;
likelihood based methods which estimate parameters of a model
of the foregrounds and the CMB; a maximum entropy method;
methods based on cross correlations; a method based on sparsity.
They also rely on very diverse assumptions and models.

3.2. Point source extraction

In the present challenge, point sources are detected in all
 channels independently. Two methods are used, the first
based on a new implementation of matched filtering, and the
second using the second member of the Mexican Hat Wavelet
Family of filters (González-Nuevo et al. 2006). Point sources are
detected by thresholding on the filtered maps.

This corresponds to a first step for effective point source de-
tection. It does not exploit any prior information on the position
of candidate sources; Such information can be obtained from ex-
ternal catalogues as in López-Caniego et al. (2007), or from de-
tections in other  channels. Neither does this approach
exploit the coherence of the contaminants throughout 
frequencies, nor try to detect point sources jointly in more than
one channel. Hence, there is margin for improvement.

– Matched Filter (MF): the high spatial variability of noise
and foreground emission suggests using local filters (for in-
stance on small patches). The sky is divided into 496 over-
lapping circular regions 12 degrees in diameter. Matched
filtering is applied on each patch independently. A local es-
timate of the power spectrum of the background is obtained
from the data themselves by averaging the power in circu-
lar frequency bins. A first pass is performed to detect and
remove the brightest sources (above 20σ), in order to re-
duce the bias in background power estimation and to reduce
possible artifacts in the filtered maps. Having removed these
bright sources, the 5σ level catalogue is obtained by a second
application of the whole procedure.

– Mexican Hat Wavelet (MHW2): in a similar way, the sky
is divided into 371 square patches. The size of each patch
is 14.65 × 14.65 square degrees, with a 3 degree overlap
among patches. Each patch is then individually filtered with
the MHW2. For each patch, the optimal scale of the wavelet
is obtained by means of a fast maximization of the wavelet
gain factor. This step requires only a straightforward estima-
tion of the variance of the patch, excluding the border and
masking any sources above 30σ. A 5σ level catalogue is ob-
tained by simple thresholding in a single step.

3.3. SZ cluster extraction

In the present data challenge, we address both the question of
building an SZ catalogue, and of making a map of thermal SZ
emission.

SZ map: three methods successfully produced SZ maps: ILC
in harmonic space, ILC on a needlet frame, and SMICA. For
ILC methods, the data are modelled as d = as + n where d is
the vector of observations (nine maps here, using  data
only), a is the SZ spectral signature at all frequencies (a vector
with nine entries), s is the component amplitude and n is the
noise. The ILC provides an estimator ŝILC of s using

ŝILC =
at R̂−1

at R̂−1 a
d (5)

where R̂ is the empirical correlation of the observations, i.e. a 9 ×
9 matrix, with entries Rνν′ . In practice, the filter is implemented
in bands of ! (ILC in harmonic space) or on subsets of needlet
coefficients (ILC in needlet space). The needlet-ILC adapts to
the local background to recover the SZ sky.

SZ catalogue: three main methods were used to obtain the clus-
ter catalogue:

– the first one uses a single frequency matched filter (Melin
et al. 2006) to extract clusters from the needlet-ILC map;

Leach et al. (2008)
A&A 491, 597
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Planck Collaboration: Planck 2013 results. XII. Component separation

Fig. 3: Summary of Component Separation (CS) confidence
masks. Each pixel is encoded in terms of a sum in which
Commander-Ruler equals 1 (light blue), NILC equals 2 (dark
red), SEVEM equals 4 (yellow), and SMICA equals 8 (light red).
The masks are named CS-CR75, CS-NILC93, CS-SEVEM76,
and CS-SMICA89, respectively, reflecting their accepted sky
fraction. The union mask (U73), used for evaluation purposes
in this paper, removes all coloured pixels.

To evaluate and validate our algorithms, we analyse a large
suite of realistic simulations, the so-called Full Focal Plane
(FFP) simulations, based on detailed models of the instrument
and sky. The version used for this data release is denoted FFP6,
and is described in Planck Collaboration ES (2013). The simula-
tion procedure generates time streams for each detector, incorpo-
rating the satellite pointing, the individual detector beams, band-
passes, noise properties, and data flags, and then produces sim-
ulated frequency channel maps through the mapmaking process.
For the input sky, we use the Planck Sky Model (PSM), which
includes the CMB, di↵use Galactic emission (synchrotron, free-
free, thermal dust, AME, and molecular CO lines), and com-
pact sources (thermal and kinetic SZ e↵ects, radio sources, in-
frared sources, the CIB, and ultra-compact H ii regions). The pre-
launch version of the PSM is described by Delabrouille et al.
(2012), and has been modified for the present work as described
in Planck Collaboration ES (2013). Each FFP data set consists of
three parts: the simulated observations, Monte Carlo realizations
of the CMB, and Monte Carlo realizations of the instrumental
noise.

For both the data and the simulations, we reconstruct the
CMB and foregrounds from the full frequency channel maps and
the corresponding half-ring maps, which are made from the data
in the first half or second half of each stable pointing period. The
half-ring maps can be used to obtain an estimate of the noise in
each channel by taking half of the di↵erence between the two
maps, thereby normalizing the noise level to that of the full map.
This is referred to as the half-ring half-di↵erence (HRHD) map.
The signals fixed to the sky will be cancelled leaving only the
noise contribution. The HRHD map can be treated as a realiza-
tion of the same underlying noise processes and it can be used to
estimate the power spectrum, and other properties, of the noise.
If there are noise correlations between the half-ring maps, then
the estimates of the noise properties thus obtained can be biased.
This is the case for HFI channels; the cosmic ray glitch removal
(Planck Collaboration VI 2013; Planck Collaboration X 2013)
induces correlations that lead to the noise power spectrum being
underestimated by a few percent at high ` when using the HRHD
maps.
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Fig. 4: Beam transfer functions of the four foreground-cleaned
CMB maps.

0 10µK

Fig. 5: Standard deviation between the four foreground-cleaned
CMB maps. All maps have been downgraded to a HEALPix res-
olution of Nside = 128. The di↵erences are typically less than
5 µK at high Galactic latitudes, demonstrating that the maps are
consistent over a large part of the sky.

Prior to processing the data through each component sep-
aration pipeline, we define masks for the point sources and
bright Galactic regions. Point source masking is based on the
source catalogues obtained by filtering the input sky maps
with the Mexican Hat Wavelet 2 (MHW2) filter and apply-
ing a 4� threshold for the LFI bands and a 5� threshold
for the HFI bands (Planck Collaboration XVIII 2011; Planck
Collaboration XXVIII 2013). The mask radius of each source
is di↵erent for the LFI and HFI. Due to the large beam size
of LFI channels, we define a variable masking radius for each
source according to its signal-to-noise ratio (S/N) as r =

(2 log(A/m))1/2/(2
p

2 log 2)⇥FWHM, where r is the radius, A is
the S/N, and m is the maximum amplitude (given in units of the
background noise level) allowed for the tail of unmasked point
sources; we set m = 0.1, which is a compromise between mask-
ing the source tails and minimizing the number of masked pixels.

5

Planck Collaboration (2013)
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Power Spectrum Estimation
Low multipoles
- MCMC likelihood analysis

can incorporate full noise covariance matrix (at low-res)

also separates components at the same time

- Computationally expensive

High multipoles
- Pseudo-Cl estimator

power spectra of harmonic transforms of observed CMB sky

- must account for systematic effects of beam
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and Komatsu et al. (2009) present and interpret cosmological
constraints based on combining WMAP with other data.

WMAP observations are used to produce full-sky maps of
the CMB in five frequency bands centered at 23, 33, 41,
61, and 94 GHz (Hinshaw et al. 2009). With five years of
data, we are now able to place better limits on the RCDM
model, as well as to move beyond it to test the composition of
the universe, details of reionization, subdominant components,
characteristics of inflation, and primordial fluctuations. We
have more than doubled the amount of polarized data used
for cosmological analysis, allowing a better measure of the
large-scale E-mode signal (Nolta et al. 2009). To this end we
test two alternative ways to remove Galactic foregrounds from
low-resolution polarization maps, marginalizing over Galactic
emission, providing a cross-check of our results. With longer
integration we also better probe the second and third acoustic
peaks in the temperature angular power spectrum, and have
many more year-to-year difference maps available for cross-
checking systematic effects (Hinshaw et al. 2009).

The paper is structured as follows. In Section 2 we focus
on the CMB likelihood and parameter estimation methodology.
We describe two methods used to clean the polarization maps,
describe a fast method for computing the large-scale temperature
likelihood, based on work described by Wandelt et al. (2004),
which also uses Gibbs sampling, and outline more efficient
techniques for sampling cosmological parameters. In Section 3
we present cosmological parameter results from five years of
WMAP data for the RCDM model, and discuss their consistency
with recent astronomical observations. Finally, we consider
constraints from WMAP alone on a set of extended cosmological
models in Section 4, and conclude in Section 5.

2. LIKELIHOOD AND PARAMETER ESTIMATION
METHODOLOGY

2.1. Likelihood

The WMAP likelihood function takes the same format as for
the three-year release, and software implementation is available
on LAMBDA (http://lambda.gsfc.nasa.gov) as a standalone
package. It takes in theoretical CMB temperature (TT), E-mode
polarization (EE), B-mode polarization (BB), and temperature–
polarization cross-correlation (TE) power spectra for a given
cosmological model. It returns the sum of various likelihood
components: low-! temperature, low-! TE/EE/BB polarization,
high-! temperature, high-! TE cross-correlation, and additional
terms due to uncertainty in the WMAP beam determination,
and possible error in the extra-galactic point source removal.
Now, there is also an additional option to compute the TB and
EB likelihood. We describe the method used for computing the
low-! polarization likelihood in Section 2.1.1, based on maps
cleaned by two different methods. The main improvement in
the five-year analysis is the implementation of a faster Gibbs
sampling method for computing the ! ! 32 TT likelihood,
which we describe in Section 2.1.2.

For ! > 32, the TT likelihood uses the combined pseudo-C!

spectrum and covariance matrix described by Hinshaw et al.
(2007), estimated using the V and W bands. We do not use the
EE or BB power spectra at ! > 23, but continue to use the
TE likelihood described by Page et al. (2007), estimated using
the Q and V bands. The errors due to beam and point sources
are treated the same as in the three-year analysis, described
in Appendix A of Hinshaw et al. (2007). A discussion of this
treatment can be found in Nolta et al. (2009).

2.1.1. Low-! Polarization Likelihood

We continue to evaluate the exact likelihood for the polariza-
tion maps at low multipole, ! ! 23, as described in Appendix
D of Page et al. (2007). The input maps and inverse covariance
matrix used in the main analysis are produced by coadding the
template-cleaned maps described by Gold et al. (2009). In both
cases these are weighted to account for the P06 mask using
the method described by Page et al. (2007). In the three-year
analysis we conservatively used only the Q and V bands in the
likelihood. We are now confident that the Ka band is cleaned
sufficiently for inclusion in analyses (see Hinshaw et al. 2009
for a discussion).

We also cross-check the polarization likelihood by using
polarization maps obtained with an alternative component-
separation method, described by Dunkley et al. (2008). The
low-resolution polarization maps in the K, Ka, Q, and V bands,
degraded to HEALPix Nside = 8,15 are used to estimate a single
set of marginalized Q and U CMB maps and associated in-
verse covariance matrix, that can then be used as inputs for the
! < 23 likelihood. This is done by estimating the joint posterior
distribution for the amplitudes and spectral indices of the syn-
chrotron, dust, and CMB Q and U components, using a Markov
Chain Monte Carlo (MCMC) method. One then marginalizes
over the foreground amplitudes and spectral indices to estimate
the CMB component. A benefit of this method is that errors
due to both instrument noise and foreground uncertainty are
accounted for in the marginalized CMB covariance matrix.

2.1.2. Low-! Temperature Likelihood

For a given set of cosmological parameters with theoretical
power spectrum C!, the likelihood function returns p(d|C!),
the likelihood of the observed map d, or its transformed alm
coefficients. Originally, the likelihood code was written as a
hybrid combination of a normal and log-normal distribution
(Verde et al. 2003). This algorithm did not properly model the
tails of the likelihood at low multipoles (Efstathiou 2004; Slosar
et al. 2004; O’Dwyer et al. 2004; Hinshaw et al. 2007), and so
for the three-year data the ! ! 30 likelihood was computed
exactly, using

p(d|C!) = exp[(−(1/2)dT C−1d]√
det C

, (1)

where C is the covariance matrix of the data including both
the signal covariance matrix and noise C(C!) = S(C!) + N
(e.g., Tegmark 1997; Bond et al. 1998; Hinshaw et al. 2007).
This approach is computationally intensive, however, since it
requires the inversion of a large covariance matrix each time the
likelihood is called.

In Jewell et al. (2004), Wandelt et al. (2004), and Eriksen
et al. (2004a), a faster method was developed and implemented
to compute p(d|C!), which we now adopt. It is described in
detail in those papers, so we only briefly outline the method
here. The method uses Gibbs sampling to first sample from
the joint posterior distribution p(C!, s|d), where C! is the
power spectrum and s is the true sky signal. From these
samples, a Blackwell–Rao (BR) estimator provides a continuous
approximation to p(C!|d). When a flat prior, p(C!) = const,
is used in the sampling, we have p(C!|d) ∝ p(d|C!), where
the constant of proportionality is independent of C!. The

15 The number of pixels is 12N2
side, where Nside = 23 for resolution 3 (Gorski

et al. 2005).
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61, and 94 GHz (Hinshaw et al. 2009). With five years of
data, we are now able to place better limits on the RCDM
model, as well as to move beyond it to test the composition of
the universe, details of reionization, subdominant components,
characteristics of inflation, and primordial fluctuations. We
have more than doubled the amount of polarized data used
for cosmological analysis, allowing a better measure of the
large-scale E-mode signal (Nolta et al. 2009). To this end we
test two alternative ways to remove Galactic foregrounds from
low-resolution polarization maps, marginalizing over Galactic
emission, providing a cross-check of our results. With longer
integration we also better probe the second and third acoustic
peaks in the temperature angular power spectrum, and have
many more year-to-year difference maps available for cross-
checking systematic effects (Hinshaw et al. 2009).

The paper is structured as follows. In Section 2 we focus
on the CMB likelihood and parameter estimation methodology.
We describe two methods used to clean the polarization maps,
describe a fast method for computing the large-scale temperature
likelihood, based on work described by Wandelt et al. (2004),
which also uses Gibbs sampling, and outline more efficient
techniques for sampling cosmological parameters. In Section 3
we present cosmological parameter results from five years of
WMAP data for the RCDM model, and discuss their consistency
with recent astronomical observations. Finally, we consider
constraints from WMAP alone on a set of extended cosmological
models in Section 4, and conclude in Section 5.
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METHODOLOGY

2.1. Likelihood

The WMAP likelihood function takes the same format as for
the three-year release, and software implementation is available
on LAMBDA (http://lambda.gsfc.nasa.gov) as a standalone
package. It takes in theoretical CMB temperature (TT), E-mode
polarization (EE), B-mode polarization (BB), and temperature–
polarization cross-correlation (TE) power spectra for a given
cosmological model. It returns the sum of various likelihood
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terms due to uncertainty in the WMAP beam determination,
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Now, there is also an additional option to compute the TB and
EB likelihood. We describe the method used for computing the
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sampling method for computing the ! ! 32 TT likelihood,
which we describe in Section 2.1.2.
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D of Page et al. (2007). The input maps and inverse covariance
matrix used in the main analysis are produced by coadding the
template-cleaned maps described by Gold et al. (2009). In both
cases these are weighted to account for the P06 mask using
the method described by Page et al. (2007). In the three-year
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distribution for the amplitudes and spectral indices of the syn-
chrotron, dust, and CMB Q and U components, using a Markov
Chain Monte Carlo (MCMC) method. One then marginalizes
over the foreground amplitudes and spectral indices to estimate
the CMB component. A benefit of this method is that errors
due to both instrument noise and foreground uncertainty are
accounted for in the marginalized CMB covariance matrix.

2.1.2. Low-! Temperature Likelihood

For a given set of cosmological parameters with theoretical
power spectrum C!, the likelihood function returns p(d|C!),
the likelihood of the observed map d, or its transformed alm
coefficients. Originally, the likelihood code was written as a
hybrid combination of a normal and log-normal distribution
(Verde et al. 2003). This algorithm did not properly model the
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for the three-year data the ! ! 30 likelihood was computed
exactly, using
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where C is the covariance matrix of the data including both
the signal covariance matrix and noise C(C!) = S(C!) + N
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This approach is computationally intensive, however, since it
requires the inversion of a large covariance matrix each time the
likelihood is called.
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to compute p(d|C!), which we now adopt. It is described in
detail in those papers, so we only briefly outline the method
here. The method uses Gibbs sampling to first sample from
the joint posterior distribution p(C!, s|d), where C! is the
power spectrum and s is the true sky signal. From these
samples, a Blackwell–Rao (BR) estimator provides a continuous
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Planck Collaboration: The Planck mission

Fig. 15. The SMICA CMB map (with 3 % of the sky replaced by a constrained Gaussian realization).

Fig. 16. Spatial distribution of the noise RMS on a color scale of 25 µK
for the SMICA CMB map. It has been estimated from the noise map
obtained by running SMICA through the half-ring maps and taking the
half-di↵erence. The average noise RMS is 17 µK. SMICA does not
produce CMB values in the blanked pixels. They are replaced by a con-
strained Gaussian realization.

All three methods used yield also a set of “residual” maps
that contain astrophysical foregrounds and other sources of
noise. As noted previously, the problem of component separa-
tion for intensity is such that these methods are not suitable to
extract physically meaningful individual components, unless an-
cillary information is included in the process. Nonetheless, we
do release the residual maps for analysis in conjunction with the
extracted CMB maps.

Two additional CMB maps based on Planck data have been
produced. They have been subjected to the same characteriza-
tion as the three maps described above (Planck Collaboration
XII 2013). They are:

Fig. 17. Angular spectra for the SMICA CMB products, evaluated over
the confidence mask, and after removing the beam window function:
spectrum of the CMB map (dark blue), spectrum of the noise in that
map from the half-rings (magenta), their di↵erence (grey) and a binned
version of it (red).

– a low-resolution (⇠1�) CMB map that is used within
the Planck likelihood code as the input for low-` (pixel-
based) part of the code. The map was produced with the
Commander algorithm (Planck Collaboration XII 2013),
which incorporates physically-motivated parametric fore-
ground models. In contrast to the other schemes developed
to extract the CMB (see Sect. 7.1), it provides direct samples
of the likelihood posterior. The properties of the Commander
CMB map are not the most suitable for non-Gaussianity
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Systematic Effects: Beam
Precision is meaningful only if all the systematic 
effects are taken into account
- Beam is the most important of all, because:

Two major tasks:
- beam fitting (& incorporate uncertainties in analyses)

- accounting for the effect of beam asymmetry 
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Beams are Asymmetric
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variation of beams across the sky
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Table 4. Statistics of spatial distribution of e↵ective beam parameters:
FWHM, ellipticity and beam solid angle

FWHMa ⌦
Band [arcmin] Ellipticity [arcmin2]

30 . . . . . . 32.239 ± 0.013 1.320 ± 0.031 1189.51 ± 0.84
44 . . . . . . 27.01 ± 0.55 1.034 ± 0.033 833 ± 32
70 . . . . . . 13.252 ± 0.033 1.223 ± 0.026 200.7 ± 1.0
100 . . . . . 9.651 ± 0.014 1.186 ± 0.023 105.778 ± 0.311
143 . . . . . 7.248 ± 0.015 1.036 ± 0.009 59.954 ± 0.246
217 . . . . . 4.990 ± 0.025 1.177 ± 0.030 28.447 ± 0.271
353 . . . . . 4.818 ± 0.024 1.147 ± 0.028 26.714 ± 0.250
545 . . . . . 4.682 ± 0.044 1.161 ± 0.036 26.535 ± 0.339
857 . . . . . 4.325 ± 0.055 1.393 ± 0.076 24.244 ± 0.193
a Mean of best-fit Gaussians to the e↵ective beams.

not represent well the point spread function at map level. Instead,
“e↵ective beams” are computed for each pixel and frequency us-
ing the FEBeCoP algorithm (Mitra et al. 2011).
FEBeCoP calculates the e↵ective beam at a position in the

sky by computing the real space average of the scanning beam
over all observed crossing angles at that sky position. Table 4
summarizes the distribution across the sky of a set of parame-
ters representing the beams, and Fig. 8 shows, in the 100 GHz
case, their variation across the sky. We note that the e↵ective
beams include pixelization e↵ects (essentially the HEALpix pix-
elization window function). The e↵ective beam window function
for LFI is calculated by FEBeCoP using an ensemble of signal-
only simulations convolved with the e↵ective beams. For HFI,
the quickbeam harmonic space e↵ective beam code (Planck
Collaboration VII 2013) is used to calculate the e↵ective beam
window function given the scan history and the scanning beam.

To estimate the uncertainty of the e↵ective beams, the en-
semble of allowed LFI GRASP models (Sect. 5.4) was propa-
gated through FEBeCoP and used to determine window function
errors. For HFI, quickbeam is used to propagate an ensemble
of simulated Mars observations to harmonic space, constructing
e↵ective beam window function errors. The total uncertainties in
the e↵ective beam window function (in B2

` units) at ` = 600 are
2 % at 30 GHz and 1.5 % at 44 GHz. At ` = 100 they are 0.7 %,
0.5 %, 0.2 %, and 0.2 % for 70, 100, 143, and 217 GHz respec-
tively (Planck Collaboration IV 2013; Planck Collaboration VII
2013).

6.2. Mapmaking

6.2.1. LFI

The calibrated TOI of each LFI radiometer are used as input
to the Madam mapmaking code (Keihänen et al. 2010) together
with the corresponding pointing data, in the form of the Euler
angles (✓, �, ). Madam implements a polarized destriping ap-
proach to mapmaking; the noise is modelled as white noise
plus a set of o↵sets, or baselines. The algorithm estimates in
a maximum-likelihood fashion the amplitudes of the baselines,
subtracts them from the actual TOI, and then simply bins the
result into a map. The output consists of pixelized maps of the
three Stokes parameters (T , Q, U). The LFI temperature maps
being released at this time are shown as the first three maps in
Fig. 9.

One of the key parameters in the Madam algorithm is the
baseline length that represents the time scale at which the base-
line approximation of low-frequency noise is applied. We choose

Fig. 8. This figure shows the distribution across the sky of the solid
angle (top) and ellipticity of the e↵ective beams at 100 GHz. The distri-
bution is typical for all channels.

baseline lengths corresponding to an integer number of samples
(33, 47, and 79 at 30, 44, and 70 GHz respectively) such that
the total integration time over the baseline corresponds approx-
imately to one second. This selection is based on a compromise
between computational load and map quality, and we find that
shortening the baselines below one second has practically no ef-
fect on the residual noise.

In order to create maps in the maximum-likelihood ap-
proach, the noise covariance matrix of the problem has to be
specified. In general, we use a white noise covariance matrix.
The pipeline allows the use of di↵erent user-defined weighting
schemes. The maps being released are made using the horn-
uniform weighting scheme with

C�1
w =

2
�2

M + �
2
S
, (1)

where �M and �S are the white noise sensitivities of the Main
and Side radiometers of a given horn, and these radiometers are
weighted equally.

We also create half-ring maps9 using the same algorithm as
for the released maps. A time-weighted di↵erence between the
first-half and second-half ring maps captures the noise proper-
ties directly from the data, but only for noise components whose

9 A half-ring map is built from data acquired from either the first half
or the second half of the total duration of each ring.
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Table 4. Statistics of spatial distribution of e↵ective beam parameters:
FWHM, ellipticity and beam solid angle

FWHMa ⌦
Band [arcmin] Ellipticity [arcmin2]

30 . . . . . . 32.239 ± 0.013 1.320 ± 0.031 1189.51 ± 0.84
44 . . . . . . 27.01 ± 0.55 1.034 ± 0.033 833 ± 32
70 . . . . . . 13.252 ± 0.033 1.223 ± 0.026 200.7 ± 1.0
100 . . . . . 9.651 ± 0.014 1.186 ± 0.023 105.778 ± 0.311
143 . . . . . 7.248 ± 0.015 1.036 ± 0.009 59.954 ± 0.246
217 . . . . . 4.990 ± 0.025 1.177 ± 0.030 28.447 ± 0.271
353 . . . . . 4.818 ± 0.024 1.147 ± 0.028 26.714 ± 0.250
545 . . . . . 4.682 ± 0.044 1.161 ± 0.036 26.535 ± 0.339
857 . . . . . 4.325 ± 0.055 1.393 ± 0.076 24.244 ± 0.193
a Mean of best-fit Gaussians to the e↵ective beams.
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Effective Beam Statistics
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Effect and Accuracy
Comparison with existing Planck simulations
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Conclusion
CMB observation is leading precision cosmology

Planck produced ultimate temperature anisotropy 
maps & promises good polarization measurement

Data analysis is challenging for small errorbars!
- large volume of interconnected and correlated data

- all systematics have to be accounted for

beam asymmetry is important & we have taken care of it

Look forward to the polarization results in 2014
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Thank you!


